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Chapter 1
Introduction

1.1 Strong Interactions

To date the so-called Standard Model (SM) represents a consistent, renormal-
izable and calculable (within the actual limits of computational power) theory
of all known phenomena in particle physics. It apparently describes three of the
four known forces; indeed it accounts for the electromagnetic, weak and strong
interactions which characterize all microscopic processes. Anyway the SM is
certainly not the final theory of particle physics. It was created by crudely
splicing the electro-weak theory and the present theory of strong interactions,
Quantum Chromo-Dynamics (QCD), and for this reason the theory is rather
unwieldy and inelegant.

However, it seems to be able to explain an enormous body of experimental
data, ranging from hadronic sum rules to neutrino scattering experiments. In
fact, there is no piece of experimental data that violates the SM.

On the other hand there are many open questions to be answered. Among
the open questions one of the most challenging and still far to be solved is
related to the strong force and, in particular, to the impossibility of applying
perturbation theory at small energies because of the high value of the strong
coupling constant. The high value of the strong coupling constant implies
that results obtained through a perturbative expansion, which is the main
theoretical tools in weakly interacting theories such as the electro-weak one,
are much less reliable, because higher order diagrams can give corrections even
greater that the tree level first order result, so the development of a coherent
Quantum Field Theory (QFT) for the strong interactions proceeded slowly.
Indeed, although the hadron structure is believed to be described by QCD,
the actual solution of the problem is notoriously difficult to achieve. Up to
now the only systematic theoretical approach that has been very successful is
based on solving numerically QCD on a space-time lattice.

The birth of strong interactions dates back to the beginning of the last cen-
tury when they were assumed to account for the formation of the atomic nuclei.
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1. Introduction

They were called strong because the forces interplaying among protons must
overcome the Coulomb electromagnetic repulsion to generate nuclear bindings.
In the 1940s, the first seminal breakthrough in the strong interactions was the
realization that the force binding the nucleus together could be mediated by
the exchange of π mesons [1]. The theoretical predictions of Yukawa were then
confirmed by experimentalists that found the π meson in cosmic ray experi-
ments, therefore the pion was deduced to be the carrier of the nuclear force
that binds the nucleus together. However, this discovery was tempered by the
fact that the pion-nucleon coupling constant was much greater than one. So,
although the Yukawa meson theory as a quantum field theory was known to
be renormalizable, perturbation theory was unrealiable when applied to that.
Non-perturbative effects, which were exceedingly difficult to calculate, become
dominant.

Furthermore, the experimental situation became confusing when many res-
onances began to be discovered in particle accelerators. This observation put
once more forward the necessity of finding a unified theoretical framework;
nevertheless, none of the proposed schemes was able to refer explicitly to the
features of the interacting particles, focusing rather on general properties of the
scattering amplitude. For instance Goldberger and his colleagues assumed the
scattering matrix S was an analytic function that satisfied certain dispersion
relations [2]. In lack of a dynamical picture for this new force, static models,
based on symmetry principles, filled the void. The concept of symmetry has
a precise mathematical content, representing the invariance of physical laws
under a certain group of transformations; it is also intimately connected to
the concept of conservation law. Already in the 30’s, Heisenberg exploited the
unitary symmetry SU(2) (strong isospin) to explain the charge independence
of nuclear forces (equal p − p, p − n and n − n interactions, if in the same
type of state), and this symmetry was explicitly broken only by (charge de-
pendent) electromagnetic interactions; the discovery of the “strange” particles
suggested to extend the symmetry group to (flavour) SU(3): it was the birth
of the Constituent Quark Model (CQM). Gell-Mann, Ne’eman and Zweig [3]
building on earlier works of Sakata and others [4], tried to explain the hadron
spectrum with the symmetry group SU(3). Using a composite combination of
the “up”, “down” and “strange” quarks (triplet) as fundamental representation
of the Lie group one could, in fact, explain all the hadrons discovered at that
time. The picture was: hypotetic spin 1/2 fermions with fractional charge
which combines to form hadrons. Three quarks form a baryon and a quark-
antiquark pair forms a meson. The quark model could predict with relative
ease the masses and properties of particles that were not yet discovered and
for this reason a simple picture of the strong interactions was beginning to
emerge. But this picture even if predictive was still crude and approximate.

The existence of particular combinations (such as the ∆++ = {uuu}, with
spin 3/2, which is a symmetric state both in its flavour and space-spin part)
and the need to preserve the Fermi-Dirac statistics (forcing totally antisym-
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1.1. Strong Interactions

metric states) induced the introduction of a further degree of freedom [5], later
called“colour” (with three possibilities: red, green and blue) [6], whose interac-
tions are described by the same SU(3) group as flavour, but with the constraint
to form colourless hadrons (coloured free particles were never observed in na-
ture). This refined CQM model allowed the construction of equal spin-parity
hadronic multiplets and made many interesting predictions on hadrons prop-
erties (mass, spin,...) possible; it also predicted the existence of new particles,
such as the hyperon Ω−, later discovered in experiments. Nevertheless, even
this representation was still far from being conclusive: quarks had no experi-
mental evidences, no information on the force among quarks was provided (so
the model couldn’t exclude exotic combinations of quarks) and moreover the
SU(3) flavour symmetry probably was not exact, since the mass degeneration
of the multiplets was only approximate. Moreover, studying only the “extrin-
sic” properties of hadrons was certainly not enough to unveil their structure in
details. With the purpose to unmask the inner structure of nucleons in the late
60s at Stanford linear Accelerator Collider (SLAC) experiments started what
later have been called deep inelastic scattering (DIS) experiments. These kind
of experiments, taking inspirations from the former experiments performed
by Hofstader and collaborators that lead to the direct observation of the non
point-like structure of the nucleon [7], consisted in a focused beam of particles
scattered by the interaction with a target. The interaction proceeded via the
exchange of a virtual photon with high energy and momentum. The way scat-
tering took place yielded information on the structure of the target itself. The
usefulness of employing an electromagnetic probe resided in the fact that it
doesn’t interact strongly with the nucleon, thus having a mean free path and
then a sensitivity to the details of the internal nucleon structure much larger
than those of a strong interacting particle. Moreover, the nucleon is probed
with a spatial resolution directly connected, through the uncertainty principle,
with the transferred momentum of the virtual exchanged photon (in a one
photon approximation): if Q represents the scale of the process (Q =

√
(qµ)2,

with qµ the virtual photon 4-momentum), the associated probing wavelength
is given by λ ∼ ~/Q, so that at high energies we could possibly ‘see’ small
constituents inside the target nucleon. Hofstadter and collaborators employed
electrons beams of about 100 MeV on nuclei, finding that was possible to
describe the form of these through proper functions, the form factors, exper-
imentally accessible; these could next be linked, through a Fourier transform,
to the internal charge distribution of the probed nuclei, and they determined
the deviation of the scattering cross section from the ideal theoretical situation
of point-like targets:

dσ

dΩ
= σR|F (q)|2; with F (q) =

∫
dreiq·rρ(r), (1.1)

where σR is the Rutherford cross section for the relativistic scattering of two
point-like charged particles. The experimental information on form factors
(F ) then allows to draw some conclusions on the nuclear charge distribution
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1. Introduction

(ρ), or for example to estimate its mean radius. The same principle can be
extended to lepton-hadron scattering, e.g. e− −N . Describing the nucleon as
a Dirac particle with non-trivial internal structure one arrives to the following
expression for the inclusive cross section,

dσ

dΩ
= σM

E ′

E

[(
F 2

1 (Q2) + τF 2
2 (Q2)

)
+ 2τ

(
F1(Q

2) + F2(Q
2)

)2
tan2 θe

2

]
δ

(
ν − Q2

2M

)
,

(1.2)
where E and E ′ are the initial and final lepton energies, ν = E −E ′, θe is the
lepton scattering angle in the target rest frame, τ = Q2/4M2 is a kinemati-
cal factor, σM = (4e2/16π2Q4)E

′2cos θe

2
is the Mott cross section for Coulomb

elastic scattering on a point-like particle (it is the relativistic counterpart of
σR) and F1/2(Q

2) are the so-called Dirac and Pauli form factors which encode
the additional information and whose Q2-dependence means that a deviation
from the pure point-like behaviour has set in. Friedmann, Kendall and Tay-
lor at SLAC studied the same inclusive scattering of electrons on nucleons
(ep → eX) but in a particular regime (deep inelastic regime) drawing some
important conclusions. In the proton rest frame, the transferred energy and
momentum are ν = E − E ′ and Q2 = 4EE ′sin2(θe/2); defining the adimen-
sional variable (Bjorken-x) xB = Q2/2p·q, the deep inelastic regime is specified
by the following conditions

DIS regime =





ν →∞
|q2| → ∞
xB const.



 . (1.3)

The relativistic invariant xB represents a index of the inelasticity of the process
and has support between [0, 1]. The elastic limit is reached when xB = 1.

In a completely general way the cross section for the inelastic reaction can
be expressed as

d2σ

dΩdE ′ =
α2

q4

E ′

E
LµνW

µν , (1.4)

where

Lµν(k, k′) =
1

2
Tr(γαk′αγµγβkβγν) = 2

(
k′µkν + kµk

′
ν −

Q2

2
gµν

)
, (1.5)

and

Wµν(q, p) = −
(

gµν−qµqν

q2

)
W1(Q

2, ν)+

(
pµ−qµ

p · q
q2

)(
pν−qν

p · q
q2

)
W2(Q

2, ν)

M2
,

(1.6)
are the leptonic and the hadronic tensor, respectively; and where we have
indicated by means of p the nucleon 4-momentum and with k, k′ the initial
and final 4-momenta of the lepton. With the unpolarized leptons the formulae
(1.5) and (1.6) represent the more general expression for the leptonic and
hadronic tensor of the process, respecting conservation laws and invariance
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1.1. Strong Interactions

under parity and time-reversal operations. W1 and W2 are unknown functions
that describe the structure of the target. Contracting the two tensor Eq. (1.4)
becomes

d2σ

dΩdE ′ = σM

[
W2 + 2W1tan2 θe

2

]
, (1.7)

in which the two (structure) functions W1,2 depend in general on the two
indipendent variables Q2 and ν.

The analysis of experimental results obtained by the groups lead by Fried-
man, Kendall and Taylor showed evidences of the so-called scaling phenomenon.
This discovery was of great conceptual relevance. In DIS regime, i.e. at high
energy and transferred momentum, keeping fixed xB, the structure functions
were no more dependent on Q2 and ν independently, but rather exhibited a
dependence on the adimensional Bjorken variable. This suggested a possible
interpretation of the process as if the external probe was scattered through
elastic collisions on elementary constituents of the target (in analogy with the
Rutherford experiment with α particles), as we can understand from the defi-
nition of xB and from the well-known elastic cross section on point-like Dirac
target

dσ

dΩ
= σM

E ′

E

[
1 + 2τtan2 θe

2

]
δ

(
ν − Q2

2M

)
. (1.8)

Indeed, comparing Eq. (1.7) with Eq. (1.8) we can write down an explicit form
of the Bjorken scaling as

2MW1(Q
2; ν) → xBδ(1− xB) ≡ F1(xB),

νW2(Q
2; ν) → δ(1− xB) ≡ F2(xB). (1.9)

This experimental breakthrough allowed to represent the lepton-hadron scat-
tering as an incoherent sum of elastic scatterings on point-like particles inside
the target. The observation of the DIS scaling was the first indirect dynamical
evidence of the existence of elementary constituents in the nucleon, and is at
the origin of the concept of ‘parton’.

The simplest explanation of scaling, already predicted by Bjorken using
currents algebra and Regge asymptotics [8], came from Feynman’s parton
model [9], where the nucleon was assumed to consist of point-like constituents.
The essence of the model can be summarized in this way. In a DIS process the
hadronic target is represented as composed of a generic number n of partons,
i.e. point-like virtual almost free particles, each one carrying a certain fraction
x of the parent hadron 4-momentum. At high Q2, the leptonic probe flies
through the target in very short times, and the mean lifetime of the virtual
states is further dilated though relativistic effects. Hence the nucleon in the
process appears as ‘freezed’, and the partons are almost real (i.e. almost on
shell). At high energies, moreover, the spatial resolution of the probe increases,
so that the Born approximation (γ interacting with a parton only) does not
seem a too crude hypothesis. Another fundamental hypothesis on which the
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1. Introduction

parton model is based is factorization. Supposing that initial partons corre-
lations and final hadronization/ricombination processes are characterized by
temporal scales much longer than those pertaining to the elementary scatter-
ing it is possible to factorize the hard electromagnetic interaction (calculable in
perturbative QED) from the soft low energy processes describing the partonic
structure of hadrons in the initial and final states. Under such an assumption
the cross-section of the process can be written as a convolution of an elemen-
tary cross section dσel, describing the elastic interaction of the lepton with a
parton of momentum xp (p the hadron 4-momentum) with proper distributions
qf (x), thought of as probability densities of finding a parton with flavour f and
carrying a momentum fraction x. The elementary cross-section dσel is specific
for the considered process, is theoretically calculable and does not depend on
the target, while the parton distribution functions∗, qf (x), describe the struc-
ture of the target, hence are universal, that means ‘process independent’, and
can be extracted from the experimental data on different processes involving
the same target. Thus the convolution describing the total cross-section reads

d2σ

dΩdE ′ (P, q) =
∑

a=f,f̄

∫ 1

0

dx
d2σel

dΩdE ′ (xp, q)qa(x). (1.10)

The elementary cross section can be derived postulating that partons are
Dirac spin 1/2 particles of mass m. The hadronic tensor for a particle of
4-momentum p is

2mW elµν =
1

2π

∫
d3p′

16π32p′0
(2π)4δ4(p + q − p′)Helµν , (1.11)

Helµν = e2
f2[p′µpν + p′νpµ + gµν(m2 − p′ · p)], (1.12)

while the leptonic tensor is given by Eq. (1.5). Finally the elementary cross-
section reads

d2σel

dΩdE ′ = σM

[
e2

f

x

ν
+ e2

f

xB

M
tan2(θ/2)

]
δ(x− xB), (1.13)

The r.h.s of Eq. (1.10) in this regime can be written as:

d2σ

dΩdE ′ (p, q) = σM

[
1

ν
F2(xB) +

1

M
F1(xB) tan2(θ/2)

]
. (1.14)

Substituting the two previous results in Eq. (1.10) we finally get the expression
for the DIS structure functions in terms of partonic densities:

2xBF1(xB) = F2(xB) = xB

∑

a=f,f̄

e2
aqa(xB), (1.15)

∗The parton distribution function represent the probability of finding a parton with a
fraction x of the longitudinal momentum of the parent nucleon. Two useful and widely
adopted definitions are those of valence and sea quarks distributions: the first is given
by qv

f (x) = qf (x) − q̄f (x) and represents what remains after removing the virtual quark-
antiquark pairs contributions coming from vacuum polarization, while the second just rep-
resents these very contributions, thus verifying qf (x) = qv

f (x) + q̄sea
f (x).
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1.1. Strong Interactions

where the first equality is called the Callan-Gross relation [10]. This has a great
conceptual importance: decomposing the inelastic cross section on a spherical
basis, we see that the Callan-Gross relation is equivalent to the request that
in DIS regime the ratio R = WL/WT between the response functions for longi-
tudinal (WL) and transverse (WT ) virtual photon polarizations goes to zero,
since it is

F2(xB) = 2xBF1(xB)

(
1 + R

1 + 2Mx/ν

)
→ 2xBF1(xB), for R → 0, ν →∞;

the R → 0 DIS behaviour is indeed a well verified experimental fact, and
the vanishing of the longitudinal response is a typical behaviour of a spin 1/2
particle (provided any parton transverse momentum in the infinite momentum
frame can be neglected). Indeed, as the photon momentum is space-like we can
Lorentz boost to a frame (Breit frame) with Eγ = ν = 0, so that the photon
carries no energy but only a longitudinal momentum Q; if the longitudinal
proton momentum is Q/2xB, only those quarks with momentum fraction y =
xB can absorb the photon and conserve momentum, so that the interaction flips
their longitudinal momentum from −Q/2 to +Q/2, so the structure functions
are proportional to the density of partons with fraction xB in the nucleon,
weighted with the squared charge. Moreover, the helicity of a massless parton is
conserved in vector or axial interactions, so the flipping of momentum requires
that also the parton 1=2 spin is flipped; since the process is collinear (no orbital
contribution), only transverse photons (helicity ±1) can be absorbed, hence
WL must vanish in this case. If the partons were spin zero only longitudinal
photons would instead contribute, so WT → 0.

The Feynman’s Quark Parton Model (QPM) is surely a good model for the
structure of the nucleon. Remarkably, such a simple picture explained many
of the qualitative features of DIS experiments receiving many experimental
confirmation during the years. However, it also presents serious unescapable
limitations, evidenced for example by the so-called sum rules, integral relations
that link parton distributions to known constants; of particular relevance is
the momentum sum rule (∼ means quark c neglected and θC ' 0, no Cabibbo
mixing)

∫ 1

0

dx

[
9

2

(
F e−p

2 (x) + F e−n
2 (x)

)
− 3

4

(
F νp

2 (x) + F νn
2 (x)

)]

∼
∫ 1

0

dxx(u + ū + d + d̄ + s + s̄)
.
= 1− ε, (1.16)

with u, d and s the parton densities for the specified flavours (and the same
for the antiquarks); experimental data pointed to a value of ε around 0.54-
0.56, and that proves how only about a half of the nucleon momentum is
indeed given by the quarks and antiquarks contributions, while the missing
part is attributed to other neutral partons, without electro-weak interactions,
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1. Introduction

not included in the QPM and later identified with the gluons, i.e. the vector
gauge bosons mediating strong interactions in QCD.

Furthermore, there was a compatibility problem concerning the relation
between the CQM, which was able to reproduce many features of the low
energy hadrons spectra, and the QPM, introduced as a dynamical model and
based on the observation of DIS scaling at high energies: Feynman partons are
spin 1/2 particles with fractional charge and flavour, as static quarks, but they
have definitely smaller masses (' 0) if compared with the about 300 MeV
(' nucleon mass/3) postulated in CQM, and moreover constituent quarks
appeared confined in hadrons while Feynman partons seemed to behave as
quasi-free partons. For the identification of these two objects to hold, in order
to have a bridge between these two pictures of the nucleon, the underlying
exact QFT must show a strong dependence of its coupling constant from the
involved energy scale Q2. This and others fundamental features, such as the
existence of the neutral gluons, are at the basis of Quantum Chromo-Dynamics
(QCD), the QFT for the strong interactions, which among other successes and
achievements manages in recovering the QPM as the first order approximation
in a perturbative (only reliable at high energies) expansion in powers of the
coupling constant αs, while at the same time it predicts a colour confinement
at low energies and momenta, thus justifying the basic hypothesis of the CQM.
Indeed, using the theory of the renormalization group, it could be shown that
the renormalized coupling constant varied with energy scale. At increasingly
high energies, αs becomes smaller and smaller, so that the quarks can be
treated as if they were free point-like particles in the asymptotic domain. This
effect was called asymptotic freedom. By means of a general analysis it is
possible to see that non-Abelian gauge theories, like QCD, were the only field
theories in which asymptotic freedom was exhibited.

1.2 Quantum Chromo-Dynamics

In the second half of the XX century, a guiding principle was defined to build
renormalizable, namely predictive, QFTs: the gauge principle, that is the re-
quest of invariance of the Lagrangian density and hence of the related equation
of motions under a certain group of local transformations, i.e. transformations
depending on the space-time point of application. Historically, gauge invari-
ance was first applied to electromagnetic interactions, requiring the Lagrangian
of a free spinor field to be invariant under local phase transformations of U(1):
to realize this the introduction of an auxiliary vector gauge field, identified
with the photon and interacting with the fermion, was necessary, producing
the same result as the well known minimal substitution procedure and generat-
ing a conserved (electric) charge. The resulting QED was a perturbative theory,
whose results were given as series in powers of the (small) coupling constant
αe.m., so that higher order contributions are nothing but small corrections to
the first order (tree level) result and the theory has a strong predictive power,

8



1.2. Quantum Chromo-Dynamics

though after a proper renormalization. The same principle can be extended
to non-Abelian groups, i.e. groups with non-commutating Lie algebra gener-
ators, or to Yang-Mills gauge theories [11] (based on local SU(N)) with spon-
taneous symmetry breaking (SSB), where the ground state shares only part
of the complete symmetries of the Lagrangian. In 1971, a dramatic discovery
was made by t’Hooft [12]. Building on earlier pioneering works by Veltmann,
Fadeev, Higgs and other, he showed that Yang-Mills gauge theory was renor-
malizable even when its symmetry group was “spontaneously broken”. With
this breakthrough, it became possible to write down renormalizable theories
of weak interactions. An earlier gauge theory of Weinberg [29] and Salam [14]
based on the symmetry group SU(2)L⊗ U(1)Y was resurrected and gave rise
to the electro-weak unification, where the SSB allowed for the generation of
the fermions and gauge bosons masses by means of the Higgs-Kibble mecha-
nism [15]. For strong interactions, the evidence of the three colours pointed at
the SU(3) group as a good candidate, while the belief that gluons are massless
suggested to consider an exact, i.e. not spontaneously broken, theory: the
fundamental representation of the group is a colour triplet of fermion (quark)
Dirac fields ψf (x) = (ψR(x); ψG(x); ψB(x))T . ψf is the field operator for a
quark of flavour f and mass mf , in three possible colours (red, green e blue),
and the most general colour local gauge transformation reads

ψ(x) → eiθa(x)taψ(x) ≡ U(x)ψ(x), [ta, tb] = ifabctc, (1.17)

where θa(x) are eight real functions and we have explicitly indicated the non-
commutative SU(3) Lie algebra of the generators of the unitary transforma-
tions that mix quarks with different colours. The request of gauge invariance
naturally gives origin to the concept of covariant derivative, which forces the
introduction of eight additional Lorentz vector (i.e. spin 1) fields, the gluons
Aa

µ which mediate the strong force, and generate interaction terms between
these gauge fields and the quark spinors, through the coupling gs:

Dµ ≡ ∂µ − igsA
a
µt

a. (1.18)

Under colour SU(3) transformations the gauge fields have to change so that
Dµ transforms exactly under the action of U(x), in such a way to render the
term ψ̄(x)iγµDµψ(x) a gauge invariant object:

Aa
µ(x)ta −→ U(x)

(
Aa

µ(x)ta +
i

gs

∂µ

)
U †(x), (1.19)

and their dynamical content is described by the gauge invariant term

F a
µνF

aµν , with F a
µν = ∂µA

a
ν − ∂νA

a
µ + gsf

abcAb
µA

c
ν . (1.20)

We notice that the last term in the field tensor (absent in abelian theories,
such as QED, where the structure functions fabc vanish) is at the origin of
possible gluons self-interactions; these gauge bosons are massless, because a

9



1. Introduction

mass term like Aa
µA

aµ in the Lagrangian would break gauge invariance, and we
are also excluding SSB. The Lagrangian density, invariant in form under the
simultaneous action of the transformations in Eqs. (1.17) and (1.19), is given
by the following expression

LQCD = ψ̄(x)
(
iγµDµ −m

)
ψ(x)− 1

4
F a

µνF
aµν , (1.21)

and it generates all the Feynman rules to calculate various elementary pro-
cesses. The crucial aspects of QCD, as a renormalizable non-abelian gauge
QFT, is the acknowledgement, achieved in ’73† by Gross and Wilczek [17],
and independently by Politzer [18], that its coupling constant decreases with
increasing Q2, and this asymptotic freedom perfectly fits with the observations
emerged in SLAC experiments on DIS processes, and furthermore it justifies
the basic assumptions of the QPM. The running of a gauge theory coupling
is one of the results of the renormalization process, necessary to obtain finite
quantities for observables whose calculation involves ultraviolet (UV) diver-
gences connected with virtual loop processes, intimately connected with the
tree level ones. Usually, a regularization scheme is first applied to divergent
diagrams, and then the theory is renormalized by a subtle redefinition of some
of the theory parameters, through proper counterterms. The result is a finite
theory, which however presents an additional dependence on a spurious refer-
ence mass scale µR, at which the counterterms are calculated. The invariance
of physics under changes of the arbitrary scale µR produces the Callan [19]-
Symanzik [20] renormalization group equations (RGE) for the general (renor-
malized) Green function G:

µR
d

dµR

G = 0 ⇒
[
µR

∂

∂µR

+ β(gs)
∂

∂gs

+ γ(gs)

]
G = 0, (1.22)

where γ is the anomalous field dimension and the β function is given by

d

d log(q2)
αs(q

2) = β(αs), (1.23)

thus it determines the behaviour of the strong coupling constant αs with vary-
ing Q2 scale. The crucial difference between QED and QCD stands in the sign
of β. For QED is β > 0, meaning that the coupling is small at low Q2-high
distances (because the virtual fermion loops screen the bare charge), while
at increasing energies (i.e. at smaller distances) the better spatial resolution
allows to see the bare non-renormalized charge and the coupling tends to di-
verge. For QCD, by contrast, it is β < 0: the gluon self-interactions bring

†For a nice and pleasant historical introduction to the discovery of asymptotic freedom
read:
M. Shifman, Historical curiosity: how asymptotic freedom of the Yang-Mills theory could
have been discovered three times before Gross, Wilczek, and Politzer, but was not, p. 126 ff
in [16].
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1.2. Quantum Chromo-Dynamics

about another (dominant) effect, i.e. the spreading of colour charge through
the anti-screening connected with virtual gluons loops, so that now the cou-
pling constant αs increases for decreasing Q2. We just report the general
solution of Eq. (1.22), that can be put in the form

G ≡ F (t, αs) = F (0, αs(t))exp

∫ αs(t)

αs(0)

dα′
γ(α′)
β(α′)

. (1.24)

As far as confinement is concerned, QCD cannot prove it, because of the loss
of reliability of the perturbative approach at low energies, but it does neither
exclude it, and rather it seems to be a natural consequence of the raising of the
interaction strength at low Q2. Better approaches in this direction are lattice
QCD simulations and chiral effective theories.

Disposing of a rigorous quantum field theory for strong interactions, though
with predictive power limited to the region of high energies, allows one to en-
large the field of research and to improve the agreement between the parton
model results and the available experimental data. There are indeed many evi-
dences that would require the introduction of proper corrections to QPM to be
adequately understood: the already remembered sum rules, the parton distri-
butions shape for xB → 0 (where gluons and sea quarks contributions become
dominant), the scaling violations of the DIS structure functions (see Fig. 1.1)
are only some examples of this kind of problematic topics. Concerning scaling
violations, it is clear from the analysis of the experimental data that even in
the Bjorken region the structure functions do not show perfect scaling, but
rather present a weak Q2-dependence, and therefore so do the quark distribu-
tion functions, which should then be indicated as q(x,Q2). The experimental
data show how this variation of the structure functions, or scaling violation,
is essentially logarithmic. Its understanding requires to go beyond the naive
parton model to QCD. Suppose we assume that the wavefunction of the target
has no high-momentum components (i.e. p2

T ¿ Q2). Then any Q2-dependence
can only come from the lepton-quark scattering process. Scaling results if
the quark is treated as a point-like particle, and the trivial Q2-dependence of
the Mott cross section is factored out; on the other hand, in an interacting
field theory as QCD the lepton-quark scattering will necessarily involve the so-
called radiative corrections. As a matter of fact, we have just recalled how the
creation of a reliable and meaningful QFT requires a proper renormalization
process, in order to cancel the UV divergences connected with the absence of
physical cutoffs on the momenta of the virtual particles involved in quantum
loops diagrams (e.g.: wavefunctions and vertex renormalization) and to obtain
finite quantities to be compared with experimental data. However, besides this
kind of radiative corrections and corresponding divergences, in QCD (exactly
as in QED) one must face also other sources of singularities, connected with
other types of radiative processes: for practical purposes, we cannot separate
e.g. the diagram for the scattering of an e− off a quark from the analog graph
in which moreover the same quark emits a soft gluon, that is a gluon whose

11



1. Introduction

energy is below the detection threshold of a realistic instrument (or maybe a
collinear gluon with respect to the emitting quark, so that the two particles
are difficult to distinguish and resolve). This collinear soft radiation produces
infrared (IR) divergences in the cross section of the e− − q scattering process;
they can be partially canceled, when all diagrams of equal order, including
those involving virtual gluons exchange, are considered, while another part of
them are reabsorbed in the parton distributions through an operative redefi-
nition of these unknown functions, depending on the factorization scale µF at
which a given process takes place. By consequence, the parton densities de-
velop a logarithmic dependence on the appropriate cutoff scale, in this case Q2,
which represents a (although weak) scaling violations: for example, u(x,Q2)
now represents the numerical density of up quarks with momentum fraction
x in the proton, when this one is probed with a spatial resolution determined
by Q2. At low Q2 the resolution is too poor to distinguish the internal struc-
ture of the hadron, so that in this regime we expect the structure functions
to be dominated by valence quarks, thus having their leading contribution for
x ∼ 1/3 (in the proton). At high Q2, in contrast, we gain a sufficient resolution
to ‘see’ virtual qq̄ sea pairs and gluon emission processes, so that for increasing
Q2 the hadron momentum is shared by an increasing number of partons, so
the F2 function peak moves towards smaller x, where sea quarks and gluons
distributions dominate. The net result is a violation of pure scaling, since now
F2 does not depend only on x but also on Q2. The very good agreement of
this picture with the experimental data on DIS scaling violations is certainly
one of the main successes of perturbative QCD.

The Q2-evolution of parton distributions is calculable in perturbative QCD
and is described by the well known Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DGLAP) equations [21], which are coupled equations for the distributions of
a quark (flavour q) and of a gluon in a hadron:

∂

∂lnQ2
q(x,Q2) =

αs

2π

∫ 1

x

dy

y

[
Pqq

(
x

y

)
q(y, Q2) + Pqg

(
x

y

)
g(y, Q2)

]
,

∂

∂lnQ2
g(x,Q2) =

αs

2π

∫ 1

x

dy

y

[
Pgq

(
x

y

) [
q(y, Q2) + q̄(y, Q2)

]

+Pgg

(
x

y

)
g(y,Q2)

]
. (1.25)

The P functions, which are known in QCD up to the third perturbative or-
der, are called Altarelli-Parisi vertices or splitting functions, and their physical
meaning is clear: Pqq(z) represents for instance the probability for a quark q
with a certain momentum fraction y to emit a gluon, thus rescaling its momen-
tum faction to x = zy, with 0 ≤ z ≤ 1. They are intrinsic process independent
properties of QCD. These functions are of particular importance concerning
the problem of hard/soft factorization, since, once a factorization scale µF is
fixed, they determine the parton densities evolution with varying Q2 , i.e. their
partonic content, separating the contributions at scales Q2 < µ2

F (possibly di-
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1.2. Quantum Chromo-Dynamics

vergent, reabsorbed in a redefinition of the parton distribution) from those
at scales Q2 > µ2

F (non-divergent and computed as radiative/perturbative
corrections to the hard vertex of the process), which are also called Wilson
coefficients. DGLAP are first order integro-differential equations, so once the
parton distributions at a certain initial scale Q2

0 are given they allow to calcu-
late the evolution of these ones at any other scale to which the perturbative
expansion still keeps being applicable.

Let’s now analyze in better detail the effect of radiative corrections in QCD,
in order to give a formal dress to the previous intuitive considerations. Defining
t ≡ ln(Q2/µ2

R), a generic DIS structure function can be written, admitting a
possible Q2 dependence, as

F (x, t) =

∫ 1

x

dy

y
q0(y)σpoint

(
x

y
, αs(t)

)
+ O

(
1

Q2

)
, (1.26)

where the first integral, involving the ‘bare’ parton distribution q0 and the el-
ementary cross section for the scattering of the leptonic probe off a point-like
quark σpoint, represents the perturbative part of F , since it implicitly contains
the perturbative series defining the running coupling constant αs(t) (in powers
of ln(Q2/Λ2

QCD)), while the nonperturbative part has been simply indicated
through the O(1/Q2) term, and indeed it admits an expansion in powers of
the inverse hard scale 1/Q2, a procedure formalized by the so-called Operator
Product Expansion (OPE) and depending on the twist expansion parame-
ter [22]. At tree level, one can see that, defining z = x/y, the elementary cross
section has the form

σpoint(z, αs(t)) = σpoint(z) = e2δ(z − 1), (1.27)

i.e. only quarks with momentum fraction y = x (here x coincides with the
kinematical Bjorken variable xB) can absorb the virtual photon, so that the
naive parton model result for the structure function, with perfect scaling (i.e.
t-independence) is recovered (δ(x/y − 1) = yδ(x− y)):

F (x, t) = F (x) = e2q0(x). (1.28)

Including also possible radiative processes, that is diagrams in which the active
quark emits a gluon before or after the interaction with the lepton, one can
show that the elementary cross section gets modified in

σpoint(z, αs(t)) = e2

[
δ(z − 1) +

αs(t)

2π
(tP (z) + f(z))

]
, (1.29)

where the P functions encodes the information about the q−g splitting vertex
and f includes all the terms that are finite for z → 1 (soft gluon limit); it can
be both y = x (virtual or sub-threshold gluons) or y > x (real gluons, carrying
away a (y−x) momentum fraction); by studying the explicit form of this cross
section (i.e. of P ), one can recognize that the involved infrared divergences (for
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1. Introduction

the gluon energy Eg ≈ 0 ⇒ z ≈ 1) are canceled in the sum of the Born tree
level-virtual gluon emission interference term with the real sub-threshold gluon
emission contribution (Bloch-Nordsieck theorem [23]). In the limit of vanishing
quark mass there are also collinear divergences (Θq−g ≈ 0): those related to
the emission of a gluon by the quark after the electromagnetic vertex with the
virtual photon are indeed canceled in the inclusive sum over the final states
which are degenerate in the limit m → 0 (Kinoshita-Lee-Nauenberg (KLN)
Theorem [25]); the final result is that the elementary cross section acquires
a logarithmic dependence on the scale of the process, σpoint ∼ ln(Q2/m2).
Nevertheless, the KLN theorem is not active for those collinear divergences
linked to the emission of a gluon by the quark before the interaction with the
γ∗: the usual way to deal with such a problem is to perform a factorization
of the collinear divergences of the initial quark through a redefinition of the
‘bare’ scale-independent parton density q0:

q0(y) → q(y, t) ≡ q0(y)+∆q(y, t), with ∆q(y, t) ≡ αs(t)

2π
t

∫ 1

y

dy′

y′
q0(y

′)P
(

y

y′

)
;

(1.30)
now q(y, t) is intrinsically t-dependent and thus introduces scaling violations.
The DIS structure function gets modified as follows (at order αs(t)):

F (x, t) =

∫ 1

x

dy

y
q(y, t)e2

[
δ(z − 1) +

αs(t)

2π
f(z)

]
, (1.31)

as a matter of fact (with z = x/y):

∫ 1

x

dy

y
q(y, t)e2

[
δ

(
x

y
− 1

)
+

αs(t)

2π
f

(
x

y

)]

=

∫ 1

x

dy

y

[
q0(y) +

αs

2π
t

∫ 1

y

dy′

y′
q0(y

′)P
(

y

y′

)]
e2

[
δ

(
x

y
− 1

)
+

αs(t)

2π
f

(
x

y

)]

=

∫ 1

x

dy

y
q0(y)e2

[
δ

(
x

y
− 1

)
+

αs(t)

2π
f

(
x

y

)
+

αs(t)

2π
tP

(
x

y

)]
+ o (αs(t))

=

∫ 1

x

dy

y
q0(y)σpoint

(
x

y
, αs(t)

)
+ O(αs(t)) = F (x, t) + O (αs(t)) , (1.32)

where σpoint is that of Eq. (1.29) and we performed the integrals of the delta
functions regardless of the fact that the integration domain is finite (this is an
acceptable approximation). Eq. (1.31) directly implies that we can now write

F (x, t) = e2q(x, t) + O(αs(t)), (1.33)

so that, comparing this last expression with the naive parton model one of
Eq. (1.28), we conclude that at leading order (LO), i.e. to the lowest order in
αs, we exactly recover our previous parton model result, but now in terms of
scale-dependent parton distribution functions (so that perfect scaling is hope-
less lost). Furthermore, deriving q(x, t) with respect to the t variable we can
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1.2. Quantum Chromo-Dynamics

find out the evolution equation of our new parton density with varying Q2

scale:

d

dt
q(x, t) =

d

dt

(
q0(x) +

αs(t)

2π
t

∫ 1

x

dy

y
q0(y)P

(
x

y

))

=
αs(t)

2π

∫ 1

x

dy

y
q0(y)P

(
x

y

)
+ O(α2

s(t))

=
αs(t)

2π

∫ 1

x

dy

y
(q(y, t)−∆q(y, t)) P

(
x

y

)
+ O(α2

s(t)), (1.34)

having used the fact that dαs(t)/dt ≡ β(αs(t)) = −bα2
s(t) + . . . , and recall-

ing that ∆q(y; t) is itself proportional to αs(t), its contribution in the last
expression can be embedded in the generic O(α2

s(t)) term, so the final result is

d

dt
q(x, t) =

αs(t)

2π

∫ 1

x

dy

y
q(y, t)P

(
x

y

)
+ O(α2

s(t)), (1.35)

where P is the Altarelli-Parisi function describing the splitting of a quark in a
quark plus a gluon. Considering also the gluon density g(x, t), this latter result
is immediately generalizable, thus recovering the DGLAP equations. The last
equation is an integro-differential evolution equation of difficult solution, but
it can be simplified noticing that it indeed becomes an ordinary differential
equation for the Mellin moments of the parton densities,

qn(t) ≡
∫ 1

0

dxxn−1q(x, t). (1.36)

As a matter of fact, we can write (neglecting O(α2
s(t)) terms)

d

dt
qn(t) =

∫ 1

0

dxxn−1 d

dt
q(x, t) =

∫ 1

0

dxxn−1αs(t)

2π

∫ 1

x

dy

y
q(y, t)P

(
x

y

)
,

(1.37)

and at this point we should notice that
∫ 1

0
dx

∫ 1

x
dy · · · =

∫ 1

0
dy

∫ y

0
dx . . . , so

that introducing the new variable z ≡ x/y (x = y ⇒ z = 1) the previous
expression becomes

d

dt
qn(t) =

αs(t)

2π

[∫ 1

0

dyyn−1q(y, t)

] [∫ 1

0

dzzn−1P (z)

]
=

αs(t)

2π
Pnqn(t);

(1.38)
by using dαs(t)/dt ≡ dα′/dt = β(α′) = −bα′2 + . . . we can solve the previous
ordinary differential equation thus finding out the DGLAP solution in terms
of Mellin moments of the parton density q(x; t), that is, in the parton model
(identified with QCD@LO), of the structure function F (x, t) = e2q(x, t):

qn(t) =

[
ᾱs

αs(t)

] Pn
2πb

qn(0),

(
b =

11nc − 2nF

12π

)
(1.39)
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where ᾱs denotes the coupling constant at the initial considered scale (and
Pn/2πb is often called anomalous dimension). The connection of these consid-
erations with the renormalization group formalism is obtained by exploiting
the Operator Product Expansion techniques [24]: through the analiticity prop-
erties of the forward virtual Compton scattering amplitude one can show that
the Mellin moments of DIS structure functions are related to the single terms
of the OPE expansion (which is a series in powers of the inverse hard scale,
1/Q) for the product of the two involved e.m. current operators, Jµ(ξ)Jν(0),
and exactly to the Fourier transforms of the corresponding Wilson coefficients
(of order n, cn(Q2), for the n-th Mellin moment) multiplied by the reduced
matrix elements of the associated regular local operators Ôn (Momentum Sum
Rule): ∫ 1

0

dxxn−1F (x,Q2) ≡ Mn(Q2) ∝ cn(Q2)hn; (1.40)

with 〈P |Ôµ1...µn
n |P 〉 = hnpµ1 . . . pµn . The Wilson coefficients cn(Q2) are in-

dependent of the target, and one finds that their scale evolution, which can
be calculated in pQCD, encodes the whole Q2 variation of the DIS structure
functions Mellin moments Mn(Q2); on the other hand, the hadronic matrix el-
ements can be simulated on lattice: we thus can obtain information on the Mn

moments, which are the experimentally accessible quantities. Moreover, since
the matrix elements of currents products satisfy the RGE, being indeed Green’s
functions, the same holds true for the Mellin moments Mn, related to those
matrix elements by the just remembered momentum sum rule of Eq. (1.40);
therefore, from the general solution of the RGE (see Eq. (1.24)), for Mn we
have

Mn(t, αs) = cn(t = 0, αs(t))exp

(∫ αs(t)

ᾱs

dα′
γn(α′)
β(α′)

)
hn(αs), (1.41)

at the lowest order, identifying Mn with qn and with

γn(α′) =
Pn

2π
α′ + . . . , β(α′) = −bα′2 + . . . , hn(αs) = 1, (1.42)

we finally have

qn(t) = qn(0)exp

(∫ αs(t)

ᾱs

dα′
γn(α′)
β(α′)

)
=

[
ᾱs

αs(t)

] Pn
2πb

qn(0). (1.43)

We thus see that solving the RGE for the Mellin moments of DIS structure
functions we recovered the previously found result for qn(t), derived as a so-
lution of the Mellin representation of DGLAP evolution equations. This con-
cludes our research for a connection between RGE and DGLAP equations. In
all the previous considerations we referred for simplicity to non-singlet (e.g.
valence) structure functions, which do not involve gluons; the Q2- evolution
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1.3. Light-Front Quantum Chromo-Dynamics

of singlet structure functions (such as F2) is indeed more complicated, since
quarks and gluon field operators mix under QCD renormalization (hence the
usual 2×2 matrix formalism), but the previous conclusions remain untouched.
Finally, notice that, given an analytic continuation of a set of moments Mn(Q2),
there is a standard method for reconstructing the corresponding structure func-
tion F (supposed non-singlet, for simplicity), i.e. the Inverse Mellin Transform
(IMT):

xF (x,Q2) =
1

2πi

∫ c+i∞

c−i∞
dnx1−nMn(Q2), (1.44)

where c is chosen so that the integral exists. Using the momentum sum rule
of Eq. (1.40) to express the Mellin moments Mn(Q2) in terms of Wilson coeffi-
cient functions cn(Q2) and local operators hadronic matrix elements, the IMT
xF (x,Q2) turns out to be just the convolution of the IMT of cn(Q2) (denoted
as C) and the IMT of the reduced hadronic matrix element 〈P |Ôn|P 〉 (denoted
as F ), i.e.

xF (x,Q2) =

∫ 1

x

dy

y
C

(
x

y
,Q2, µ2

) (
yF (y, µ2)

)
, (1.45)

having reintroduced an explicit dependence on a renormalization scale µ2

(which was implicit in cn and Ôn). This is an extremely important result:
in particular, the C coefficient function is totally independent of the structure
of the target, so it contains no non-perturbative information and can be treated
in perturbation theory; this property is what before we have called factoriza-
tion [26]. Clearly, if we can evaluate the structure function of the target at
any renormalization scale µ2, then Eq. (1.44) allows us to calculate it at all
higher values of Q2. Moreover, higher order QCD corrections do not alter this
fundamental result, but they just make C more complex and thus harder to
compute (for this reason, µ2 cannot be too low).

1.3 Light-Front Quantum Chromo-Dynamics

The description of relativistic bound states is a great challenge for QCD.
The conventional formalism is the Bethe-Salpeter (BS) formalism in which
an hadron is described by a covariant wavefunction (WF) that depends upon
the momenta of its partonic constituents (quarks and antiquarks). Although
formally correct, this formalism is of little use in the description of such sys-
tems because the coupling of different channels, or partonic configurations, is
usually large in highly relativistic systems (enough energy for the creation of
many particles). For this reason typically the physics of bound states depends
on the interplay between a large number of channels. A meson for instance
is a superposition of states involving a qq̄ pair, a qq̄ pair plus a gluon, two qq̄
pairs and so on. In the BS framework this interplay among channels is implicit
since the meson is described entirely by a qq̄ WF

ΨBS(k1, k2) = 〈0|T {
Ψ(k1)Ψ̄(k2)

} |M〉. (1.46)

17



1. Introduction

Reference to all other partonic configurations is buried inside the potential
and irreducible scattering amplitudes become largely intractable. Even in sit-
uations where a single channel dominates, the formalism is still quite com-
plicated and non-intuitive. For instance the BS wavefunction has no simple
probabilistic interpretation. Because of such complications the BS formalism
has been largely abandoned.

Intuitively one would like to describe hadrons in terms of a series of WFs,
one for each channel, just as one would in non-relativistic quantum mechanics
by means of a “Fock-state” decomposition, e.g.

|π〉 =
∑
qq̄

Ψqq̄/π|qq̄〉+
∑
qq̄g

Ψqq̄g/π|qq̄g〉+ · · · . (1.47)

In principle and formally this can be done by quantizing QCD at particular
time, say t = 0 = x0, and using the so-called creation and annihilation op-
erators to define the basis states. This approach presents a great difficulty:
the zero-particle state is not an eigenstate of the Hamiltionian. Indeed inter-
action terms in the Hamiltonian give contributions that create particles from
the zero-particle state. As a result not all of the bare quanta in an hadronic
Fock state need to be associated with the hadron (connetted); some may be
disconnected and possibly quite remote elements of the vacuum. This greatly
complicates the interpretation of hadronic WFs. Another difficulty is related
to the Lorentz covariance of the formalism. Since the quantization surface
x0 = t = 0 is not invariant under boosts, boosting a state inevitably involves
the dynamical evolution of parts of the state. Thus boost operators tend to
create all sorts of additional quanta.

Fortunately there is a convenient and intuitive formalism, originally due
to Dirac [27], that avoids these problem. This is based on the “light-cone
(LC) quantization” of QCD, where the theory is quantized at a particular
value of the light cone time τ = (t + x3)/

√
2 = (x0 + x3)/

√
2, rather than at a

particular time t. In this formalism the WF describes the hadron’s composition
at particular τ , and the temporal evolution of the state is generated by the
light-cone hamiltonian: HLC ≡ P− ≡ (P 0 − P 3)/

√
2, conjugate to τ .

Let’s give a more detailed description of LC formalism.
Dirac showed that there are three independent parameterizations of the

space and time that can not be mapped on each other by Lorentz transforma-
tions and discussed three forms of Hamiltonian dynamics. In the equal-time
Hamiltonian formulation of field theory, quantization conditions in the form
of commutator (or anticommutaor) of dynamical fields and their conjugate
momenta are specified on the space-like hypersurface x0 = 0 and the Hamilto-
nian generates the time-evolution of the system (Dirac called it instant form
as the kinematical part of the Lorentz group leaves the instant invariant). In
the front form, the quantization conditions are specified on a light-like hy-
persurface x+ = (x0 + x3)/

√
2 = 0 (called a light-front) and the light-front

(LF) Hamiltonian generates the evolution for a new time (x+). This formu-
lation is known as the LF Hamiltonian field theory. Another form that Dirac
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1.3. Light-Front Quantum Chromo-Dynamics

mentioned is the point form of Hamiltonian dynamics where the quantization
hypersurface is given by the hyperboloid xµxµ = κ2 with x0 > 0 and κ2 > 0,
and the Lorentz group leaves a point invariant. In principle the three forms
of relativistic dynamics are completely equivalent and so there is no a well
defined guideline to decide which parameterization one should use. However,
the front form has the largest stability group, the subgroup of the Poincaré
group that maps the quantization hypersurface onto itself and, moreover, high
energy experiments (e.g., deep inelastic scattering) probe the hadrons near the
light-cone. These considerations motivate people to use LF parametrization
of space and time to explore the QCD observables. One may hope that for
highly relativistic systems in which cases the world-line lies very close to the
light-cone, physics will be more transparent and it will be relatively easy to
extract them if one uses light-front field theory.
In the context of current algebra, Fubini and Furlan [28] introduced another
notion of Lorentz frame known as Infinite-Momentum Frame (IMF) as a limit
of a reference frame moving with almost the speed of light. Weinberg [29] using
old-fashioned perturbation theory for scalar meson showed that vacuum struc-
tures become simplified in the infinite-momentum limit. Later, Susskind [30]
established that although the Lorentz transformation required to arrive at IMF
is evidently singular (γ = 1/

√
1− v2/c2 → ∞ as v → c), the singularity can-

cels in the calculation of physical objects (like Poincaré generators) and results
in an effective coordinate change given by

x± = (x0 ± x3)/
√

2, x⊥ = {x1, x2}, (1.48)

the same as the light-front coordinate we defined before. Thus, one can see
that what one obtains after going through singular limiting procedure in IMF
is built in quite naturally in the light front field theory. In particular it can
be shown that for the DIS the standard quantum field theory with boost to
the IFM is equivalent to the quantization on the light-cone. That is why,
light-front field theories are also sometimes referred as field theories in the
infinite-momentum frame. For a review and exhaustive list of references on
light-front field theories see Ref. [31].

The inner product between two four-vectors is defined on the light front as

x · y = x+y− + x−y+ − x⊥ · y⊥. (1.49)

In analogy with the light-front space-time variables, the light-front four
momenta are defined as

k± = (k0 ± k3)/
√

2, k⊥ = {k1, k2},

where k− being conjugate to x+ is the light front energy and k+ which is
conjugate to x− is the light-front longitudinal momentum. With the above
definitions, the dispersion relation, i.e., the relation between light-front energy
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k− and the spatial components of momenta (k+,k⊥), for an on mass-shell
particle of mass m, is given by,

k− =
k2
⊥ + m2

k+
. (1.50)

One of the remarkable features of this relativistic dispersion relation is that
there is no square root involved in contrast to the relativistic equal-time dis-

persion relation E =

√
(~k)2 + m2. The numerator in Eq. (1.50) being always

positive implies that the particles with positive light-front energy (k−) always
carry positive longitudinal momentum (k+ ≥ 0). As usual, the particles with
negative k− which must have negative k+ are mapped to antiparticles with pos-
itive k− and k+. As a consequence, we always have k+ ≥ 0 for real particles.
Thirdly, k− becomes large for the large value of k⊥ as well as very small values
of k+. This makes light-front renormalization aspects very different from the
usual one. Lastly, the dependence on the transverse momenta k⊥ is just like a
non-relativistic dispersion relation.

The above dispersion relation has profound consequences in the vacuum
structure of light-front field theory. The vacuum state is always an eigenstate
of the longitudinal momentum P̂+|0〉 = 0. The positivity condition of k+

(k+ ≥ 0) implies that the vacuum |0〉 is either a no-particle state or, at most
can have particles with longitudinal momenta exactly equal to zero. Now, if
we consider a cut-off theory where longitudinal momentum is restricted to be
P+ = ε , the vacuum state |0〉 becomes completely devoid of any particle and
therefore, an eigenstate of the full interacting Hamiltonian with zero eigenvalue.
Thus, the light-front vacuum becomes trivial. As we have already noticed
this result has no similarity to what happens for the equal-time case where
the vacuum has highly complicated structure. In equal-time case, vacuum
can contain infinite number of particles moving with positive and negative
momenta adding up to zero. Another aspect of the cutoff P+ = ε is that it
automatically puts a restriction on the number of constituent particles a state
with finite P+ can have. A composite state with total longitudinal momentum
P+ now can have at most P+/ε constituents. This again simplifies the Fock
space expansion for the hadronic bound states. Again, as small k+ means high
energy (large k−), one can hope to have a few body description for the low
lying hadron states and reconcile QCD with CQM which is beyond hope in
equal-time formalism.

Anyway, the advantages of light-cone quantization do not come for free.
The quantization surface τ = 0 is not invariant under arbitrary rotations or
even under parity inversion. As a consequence the operators that generate
these transformations are as complicated as the light-cone Hamiltonian, mak-
ing it difficult to specify, for instance, the spin of a particular hadronic state.
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1.4. Nucleon State Representation and Light-Cone Wave Functions

1.4 Nucleon State Representation and Light-

Cone Wave Functions

The representation of the nucleon state is based on the definition of a set of
basis for the quantum theory. To quantize QCD on LC one defines commuta-
tors for the independent fields at a particular LC time τ . These commutation
relations lead immediately to the definition of the Fock state.

Starting from the Lagrangian density for QCD (1.21) in LC physical gauge
A+ = 0 and at a given LC time, say τ = 0, the independent dynamical fields are
ψ± ≡ Λ±ψ and Ai

⊥ with conjugate fields iψ†± and ∂+Ai
⊥, where Λ± ≡ γ0γ±/2

are projection operators on“good” (Λ+), or “bad” (Λ−) components of the field
(Λ+Λ− = 0, Λ2

± = Λ±, Λ+ +Λ− = 1) and ∂± = (∂0±∂3)/
√

2. The independent
dynamical variables are the good component while the other fields in L can be
expressed in terms of ψ+ and Ai

⊥ using the equations of motion:

ψ− ≡ Λ−ψ =
1

i∂+

[
iD⊥ · γ0γ⊥ + γ0m

]
ψ+

A+ = 0,

A− =
2

i∂+
i∂⊥ ·A⊥ +

2gs

(i∂+)2

{[
i∂+Ai

⊥, Ai
⊥
]
+ 2ψ†+taψ+ta

}
. (1.51)

To quantize, we expand the fields (neglecting flavour and colour indexes for
sake of clarity) at τ = 0 in terms of creation and annihilation operators (k̃ =
(k+,k⊥)),

ψ+(x) =

∫
dk+d2k⊥
16π3k+

Θ(k+)
∑

λ

{
b(k̃, λ)u+(k̃, λ)e−ik·x

+b(k̃, λ)u+(k̃, λ)eik·x
}

, τ = x+ = 0

Ai
+(x) =

∫
dk+d2k⊥
16π3k+

Θ(k+)
∑

λ

{
a(k̃, λ)εi

⊥(λ)e−ik·x + h.c.
}

, τ = x+ = 0,

(1.52)

with commutation relations:
{

bc′
q′(k̃

′, λ′), b†cq (k̃, λ)
}

=
{

dc′
q′(k̃

′, λ′), d†cq (k̃, λ)
}

= 16π3k+δ(k′+ − k+)δ(2)(k′⊥ − k⊥)δq′qδλ′λδc′c,[
ac′(k̃′, λ′), a†c(k̃, λ)

]
= 16π3k+δ(k′+ − k+)δ(2)(k′⊥ − k⊥)δλ′λδc′c,

{
bc′
q′(k̃

′, λ′), bc
q(k̃, λ)

}
=

{
dc′

q′(k̃
′, λ′), dc

q(k̃, λ)
}

= · · · = 0,

(1.53)

where the symbols q and c represent respectively the flavour and the colour
of the quark, while λ is the quark or gluon helicity. These definitions imply
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canonical commutation relations for the fields with their conjugates (τ = x+ =
y+ = 0, x̃ = (x−,x⊥)):

{
ψ+(x̃), ψ†+(ỹ)

}
= Λ+δ3(x̃− ỹ),

[
Ai(x̃), ∂+Aj

⊥(ỹ)
]

= iδijδ3(x̃− ỹ). (1.54)

The creation and annihilation operators define the Fock state basis for the
theory at τ = 0, with vacuum |0〉 defined such that b|0〉 = d|0〉 = a|0〉 = 0.

Using the creation operators we can define a set of basis for the quantum
theory:

|0〉
|qq̄; k̃i, λi〉 = b†(k̃1, λ1)d

†(k̃2, λ2)|0〉
|qqg; k̃i, λi〉 = b†(k̃1, λ1)d

†(k̃2, λ2)a
†(k̃3, λ3)|0〉

|qq̄qq̄; k̃i, λi〉 = b†(k̃1, λ1)d
†(k̃2, λ2)b

†(k̃3, λ3)d
†(k̃4, λ4)|0〉

... (1.55)

where b†, d† and a† create bare quarks, antiquarks and gluons having three
momenta k̃i and helicities λi. Certainly these Fock-states are generally not
eigenstates of the full LC Hamiltonian, HLC . However, as already stated, the
zero particle state is the only one with zero total P+, since all quanta must
have positive k+, and thus this state cannot mix with the other states in the
basis. From the (anti)commutation rules in Eq. (1.53) it is easy to derive
the normalization of the single-parton (quark, antiquark or gluon) momentum
eigenstates created by b†, d† and a†,

〈s′; k̃′, λ′, c′|s; k̃, λ, c〉 = 16π3k+δ(k′+ − k+)δ(2)(k′⊥ − k⊥)δs′sδλ′λδc′c, (1.56)

for parton s, s′ of any kind. A generic hadronic state characterized by the
momentum P and helicity λ is written as

|H; P, λ〉 =
∑

N,β

∫ [
dx√

x

]

N

[
d2k⊥

]
N

Ψλ
N,β(r)|N, β; k1, ..., kN〉, (1.57)

where Ψλ
N,β(r), with r collective notation for the space and momentum de-

pendence (xi,k⊥i), is the momentum light-cone wave function (LCWF) of the
N -parton Fock state |N, β; k1, ..., kN〉. The index β labels its partonic composi-
tion, and the helicity and colour of each parton; while the integration measures
in the previous equation are defined by

[
dx√

x

]

N

≡
N∏

i=1

dxi√
xi

δ

(
1−

N∑
i=1

xi

)
,

[
d2k⊥

]
N

≡ 1

(16π3)N−1

N∏
i=1

d2k⊥iδ
(2)

(
N∑

i=1

k⊥i − p⊥

)
. (1.58)
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1.4. Nucleon State Representation and Light-Cone Wave Functions

The LCWF in Eq. (1.57) is the probability amplitude for finding partons with
momenta (xiP

+, xiP⊥ +k⊥i) in the hadron. An interesting feature of LCWFs
is that, in general, they do not depend on the momentum of the hadron,
but only on the momentum coordinates of the partons relative to the hadron
momentum. In other words, the center of mass motion can be separated from
the relative motion of the partons [32]. As a consequence the LCWFs depend
on xi which is the longitudinal momentum fraction carried by the i-th parton
(0 ≤ xi ≤ 1), and on k⊥i the momentum “transverse” to the direction of the
nucleon. Both of these are frame independent quantities.

In a completely general way, a N -parton state is defined as

|N, β; k1, ..., kN〉 =
1√
cN,β

∏
i

b†qi
(k̃i, λi, ci)

∏
j

d†qj
(k̃j, λj, cj)

∏

l

a†(k̃l, λl, cl)|0〉.

(1.59)
Owing to the (anti)commutation relations in Eq. (1.53) the states |N, β; k1, ..., kN〉
are completely (anti)symmetric under exchange of the momenta ki of gluons
(quarks) with identical quantum numbers. The normalization constant cN,β

in Eq. (1.59) contains a factor n! for each subset of n partons whose quantum
number are identical, so that one has

Ψ∗λ
N,β′(r

′)Ψλ
N,β(r)〈N ′, β′; k′1, ..., k

′
N |N, β; k1, ..., kN〉

= |Ψλ
N,β(r)|2δN ′Nδβ′β

N∏
i

16π3k+
i δ(k′+i − k+

i )δ(2)(k′⊥i − k⊥i). (1.60)

The Kronecker delta δβ′β implies that one does not introduce different labels
β for states whose assignment of discrete quantum numbers for the individual
partons only differs by a permutation.
Lastly, the hadron states are normalized as

〈H; P ′, λ′|H; P, λ〉 = 16π3P+δ(P ′+ − P+)δ(2)(P′⊥ −P⊥)δλ′λ, (1.61)

with ∑

N,β

∫
[dx]N

[
d2k⊥

]
N
|Ψλ

N,β(r)|2 = 1. (1.62)

An important issue to stress here is the following. The parton states (1.59) do
not refer to a specific hadron, rather they are characterized by a set β of flavour,
helicity and colour quantum numbers. Their coupling to a colour singlet hadron
with definite quantum numbers, e.g. isospin, is incorporated in the LCWFs
Ψλ

N,β(r). Many of them are zero, and several of the non-zero ones are related
to each other. For instance, it is possible to show (see later) that the valence
(three quarks) Fock state of the nucleon has only one independent LCWF
for all configurations where the quark helicities sum up to give the helicity of
the nucleon [33], namely when the total angular momentum of the nucleon
is reproduced by the quarks spin only without orbital angular momentum
contribution. For higher Fock states there are in general several independent
LCWFs.
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1.5 Light-Cone Wave Functions: general prop-

erties

One great advantage of the Fock state description of hadrons is that much
intuition exists about the behavior of bound state WFs. Any hadron state,
such as a proton |p〉, must be an eigenstate of HLC . Consequently, working in
a frame where p+ = 1, p⊥ = 0 and p+p− = p− = M2, the state |p〉 satisfies an
equation (

M2 −HLC

) |p〉 = 0. (1.63)

Projecting this onto the various Fock states 〈qqq|, 〈(3q)qq̄|, 〈(3q)g|, ... results
in an infinite number of coupled integral eigenvalue equations,

(
M2 −

∑
i

k2
⊥i + m2

i

xi

)


Ψqqq/p

Ψ(3q)qq̄/p
...




=




〈qqq|V |qqq〉 〈qqq|V |(3q)qq̄〉 . . .
〈(3q)qq̄|V |qqq〉 〈(3q)qq̄|V |(3q)qq̄〉 . . .

...
...

. . .







Ψqqq/p

Ψ(3q)q̄/p
...


 , (1.64)

where V encods the interaction part of HLC . V involves completely irreducible
interactions coupling Fock states. Diagrammatically “irreducible” means that
one has to compute diagrams with no internal propagators. These equations
determine the hadronic spectrum and wave functions. Even in the case in which
the potential is essentially trivial, the many channels required to describe an
hadronic state make the Eq. (1.64) very difficult to solve. However, this may
not be necessary.

There are several approaches which have been developed to solve LC bound
state equation non-perturbatively. One is the discretized light-cone quantiza-
tion, pioneered by Brodsky and Pauli [34], in which the fields are expanded
into complete sets of functions with periodic boundary condititons. Another
is transverse lattice QCD which was introduced by Bardeen and Pearson [35].
In this case, the advantage of lattice, e.g. gauge invariant regulator, and the
advantage of LC formalism are combined. Beside those there is an approach
due to Perry and collaborators [36] based on Tamm-Dancoff approach [37], in
which the Fock space is truncated to include only the Fock states that have a
small number of particles.

An important feature that is immediately evident from Eq. (1.64) is that
all WFs have the general form

Ψλ
N(xi,k⊥i, λi) =

1

M2 −∑
i

(
k2
⊥i + m2

i

)
/xi

(V Ψ). (1.65)

Consequently Ψλ
N tends to vanish when

E ≡ M2 −
∑

i

k2
⊥i + m2

i

xi

→ −∞. (1.66)
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1.5. Light-Cone Wave Functions: general properties

This can be understood intuitively. In the Fock state expansion we think of
the bare quanta as being on mass shell but off LC energy shell, i.e. each parton
comprising a state with p̃ = (p+,p⊥) has

k−i =
(xip⊥ + k⊥i)

2 + m2
i

xip+
⇒ k2

i = m2
i , (1.67)

but the sum over all k−i does not give P−. In fact the difference is just

p− −
∑

i

k−i =
p2
⊥ + M2

p+
−

(∑
i

k2
⊥i + m2

i

xip+
+

p2
⊥

p+

)
=
E
p+

. (1.68)

The parameter E is a boost-invariant measure of how far off energy shell a Fock
state is. Thus Eq. (1.65) implies that a physical particle has little probability
of being in a Fock state far off shell. In general E is large when k2

⊥i is large or
xi is small, i.e. the WF should vanish as k2

⊥i → ∞ or xi → 0. Formally such
constraints appear as boundary conditions on the WFs.
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Figure 1.1: The figure shows the measurements of the H1 experiment at HERA
of the proton structure function Fp

2. The momentum region includes sea quarks at
momentum fractions x = 10−5 up to the valence quark region. The virtuality Q2

spans five orders of magnitude up to Q2 = 3×104 GeV2. At these large Q2 values
the scattering process is sensitive to structures of size 10−3fm.
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Chapter 2
Light-Cone Wave Functions in
the valence sector

2.1 Nucleon Distribution Amplitudes

We have seen the at leading twist all the information about the strong non-
perturbative interactions at large distances is contained in wave functions de-
scribing the distribution in longitudinal momentum fractions, truncated from
above by a characteristic virtuality of the order of the factorization scale. The
factorization theorem and the renormalization group represent the ground for
the convolution scheme of Brodsky and Lepage [47, 48] for describing the ex-
clusive processes by means of LCWFs. In the convolution scheme the quan-
titative description of exclusive reactions, in which “intact” hadrons appear in
the initial and final states, involves the detailed calculation of hadronic WFs.
Indeed, the amplitude of the process becomes the product (convolution) of
two (or more) factors, each depending only on the dynamics specific for that
particular momentum: a process dependent hard-scattering amplitude and one
(or more) universal (but factorization scheme dependent) hadron distribution
amplitude (DA) that encapsulates the remaining soft contributions responsible
for the bound-state dynamics through the LCWFs. A generic DA can formally
be expressed in terms of LCWFs in this way,

φ(xi, µ
2) ≡

∫

k⊥i<µ2

[
d2k⊥

]
N

ΨN(xi,k⊥i). (2.1)

The DAs are equally important and to a large extent complementary to con-
ventional parton distributions which correspond to one-particle probability dis-
tribution for the parton momentum fraction in an average configuration. In
a physical gauge (like the usual light-cone gauge, A+ = 0, extensively used in
literature) the DAs represent the probability amplitude for the hadron to con-
sist of valence quarks∗ with fractional momenta xi moving collinearly up to the

∗There exists a large consensus that exclusive processes involving large momentum trans-
fers are dominated by ‘valence’ components in hadron wave functions with the minimum
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2. Light-Cone Wave Functions in the valence sector

scale µ2. The direct extraction directly from experiments is still a challenging
task, but there are indications that it should become feasible. As a matter of
fact, quantitative information for the pion distribution amplitude have already
been provided by CLEO [50] and E791 [51] collaborations.

The notion of hadron distribution amplitudes in general refers to hadron-
to-vacuum matrix elements of non-local operators built of quark and gluon
fields at light-like separations. Referring to the nucleon and in particular to
the proton we will deal with the matrix element

〈0|εijkui′
α(z1n)[z1; z0]i′iu

j′
β (z2n)[z2; z0]j′jd

k′
γ (z3n)[z3; z0]k′k|P (p1, s1)〉, (2.2)

where |P (p1, s1)〉 denotes the proton state with momentum p1, p2
1 = M2 and

helicity s1. The symbols u, d are the quark field operators. The Greek letters
α, β and γ stand for Dirac indexes, while the latin ones i, j and k for colour
labels. n is a light-like null vector, n2 = 0, the coefficients zi are real num-
bers. The brackets [zi; z0] represent the Wilson line, a path ordered gluonic
exponential along the straight line connecting two arbitrary points zin and
z0n,

[zi; z0] ≡ P exp
[
ig(zi − z0)

∫ 1

0

dt nµA
µ
(
n[tz + (1− t)z]

)]
. (2.3)

The Wilson lines have to be inserted to guarantee the gauge invariance for
such a non local operator, but working in the LC gauge, they reduce to the
identity. The most general spinorial and Lorentz decomposition of the matrix
element (2.2) involves 24 invariant functions [52]:

4

fN

〈0| εijkui
α(z1n)uj

β(z2n)dk
γ(z3n) |P (p1, s1)〉

= S1MCαβ (γ5N)γ + S2M
2Cαβ (6nγ5N)γ

+P1M (γ5C)αβ Nγ + P2M
2 (γ5C)αβ (6nN)γ

+V1 (6p1C)αβ (γ5N)γ + V2M (6p1C)αβ (6nγ5N)γ

+V3M (γµC)αβ (γµγ5N)γ + V4M
2 (6nC)αβ (γ5N)γ

+V5M
2 (γµC)αβ (iσµνnνγ5N)γ + V6M

3 (6nC)αβ (6nγ5N)γ

+A1 (6p1γ5C)αβ Nγ +A2M (6p1γ5C)αβ (6nN)γ

+A3M (γµγ5C)αβ (γµN)γ +A4M
2 (6nγ5C)αβ Nγ

+A5M
2 (γµγ5C)αβ (iσµνnνN)γ +A6M

3 (6nγ5C)αβ (6nN)γ

+T1 (pν
1iσµνC)αβ (γµγ5N)γ + T2M (nµpν

1iσµνC)αβ (γ5N)γ

+T3M (σµνC)αβ (σµνγ5N)γ + T4M (pν
1σµνC)αβ (σµ%n%γ5N)γ

+T5M
2 (nνiσµνC)αβ (γµγ5N)γ + T6M

2 (nµpν
1iσµνC)αβ (6nγ5N)γ

+T7M
2 (σµνC)αβ (σµν 6nγ5N)γ + T8M

3 (nνσµνC)αβ (σµ%n%γ5N)γ ,(2.4)

number of Fock constituents [47, 49].
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2.1. Nucleon Distribution Amplitudes

where Nγ is the nucleon spinor, C the charge conjugation matrix, σµν =
i
2
[γµ, γν ] and fN is the value of the nucleon wave function at the origin, es-

timated through QCD sum rules to be of order 5.3 × 10−3 GeV2 [53]. The
factor 4 on the l.h.s. is introduced for later convenience. Each of the 24
functions Si,Pi,Ai,Vi, Ti depends on the scalar product p1 · n.

The invariant functions in Eq. (2.4) do not have a definite twist yet. For
the twist classification, it is convenient to go over to the infinite momentum
frame. To this end we introduce the second light-like vector

pµ = pµ
1 −

1

2
nµ M2

p · n , p2 = 0 , (2.5)

so that p1 → p if the nucleon mass can be neglected M → 0. Assume for a
moment that the nucleon moves in the positive ez direction, then p+ and n−

are the only non-vanishing components of p and n, respectively. The infinite
momentum frame can be visualized as the limit p+ ∼ Q → ∞ with fixed
p1 · n = p · n ∼ 1 where Q is the large scale in the process. Expanding the
matrix element in powers of 1/p+ introduces the power counting in Q. In this
language twist counts the suppression in powers of p+. Similarly, the nucleon
spinor Nγ(p1, s1) has to be decomposed in “large” and “small” components as

Nγ(p1, s1) =
1

2p · n (6p6n+ 6n6p) Nγ(p1, s1) = N+
γ (p1, s1) + N−

γ (p1, s1) , (2.6)

where we have introduced two projection operators

Π+ =
6p6n

2p · n , Π− =
6n6p

2p · n (2.7)

that project onto the “plus” and “minus” components of the spinor. Note the
useful relations

6p N(P ) = MN+(P ) , 6nN(P ) =
2pn

M
N−(P ) (2.8)

that follow readily from the Dirac equation 6p1 N(P ) = MN(P ).
Using the explicit expressions for N(P ) it is easy to see that Π+N = N+ ∼√

p+ while π−N = N− ∼ 1/
√

p+. To give an example of how such power
counting works, decompose the Lorentz structure in front of V1 in Eq. (2.4) in
terms of light-cone vectors

(6pC)αβ (γ5N)γ = (6pC)αβ

(
γ5N

+
)

γ
+ (6pC)αβ

(
γ5N

−)
γ

+
M2

2p · n (6nC)αβ

(
γ5N

+
)

γ
+

M2

2p · n (6nC)αβ

(
γ5N

−)
γ

.(2.9)

The first structure on the r.h.s. is of order (p+)3/2, the second of order (p+)1/2,
the third of order (p+)−1/2 and the fourth (p+)−3/2, respectively. These con-
tributions are interpreted as twist-3, twist-4, twist-5 and twist-6, respectively,
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2. Light-Cone Wave Functions in the valence sector

and it follows that the invariant function V1 contributes to all twists start-
ing from the leading one. Such an effect is familiar from deep inelastic scat-
tering, where the twist-3 structure function g2(x,Q2) receives the so-called
Wandzura-Wilczek contribution related to the leading-twist structure function
g1(x, Q2) [55].

The twist classification based on counting of powers of 1/p+ is mathemati-
cally similar to the light-cone quantisation approach of [54]. In this language,
one decomposes the quark fields contained in the matrix element Eq. (2.4) in
‘plus’ and ‘minus’ components q = q+ + q− in the same manner as done above
with the nucleon spinor Eq. (2.6). The leading twist amplitude is identified
as the one containing three ‘plus’ quark fields while each ‘minus’ component
introduces one additional unit of twist. Up to possible complications due to
isospin, one expects, therefore, to find eight independent three-quark nucleon
distribution amplitudes: One corresponding to the twist-3 operator (u+u+d+),
three related to the possible twist-4 operators (u+u+d−), (u+u−d+), (u−u+d+),
three more amplitudes of twist-5 of the type (u−u−d+), (u−u+d−), (u+u−d−)
and one amplitude of twist-6 having the structure (u−u−d−).

Alternatively, distribution amplitudes of definite twist correspond to the
decomposition of Eq. (2.4) in different light-cone components. After a simple
algebra, we arrive at the following definition of light-cone nucleon distribution
amplitudes:

4

fN

〈0| εijkui
α(z1n)uj

β(z2n)dk
γ(z3n) |P 〉 =

= S1MCαβ

(
γ5N

+
)

γ
+ S2MCαβ

(
γ5N

−)
γ

+P1M (γ5C)αβ N+
γ + P2M (γ5C)αβ N−

γ

+V1 (6pC)αβ

(
γ5N

+
)

γ
+ V2 (6pC)αβ

(
γ5N

−)
γ

+
V3

2
M (γ⊥C)αβ

(
γ⊥γ5N

+
)

γ
+

V4

2
M (γ⊥C)αβ

(
γ⊥γ5N

−)
γ

+V5
M2

2pz
(6nC)αβ

(
γ5N

+
)

γ
+

M2

2pz
V6 (6nC)αβ

(
γ5N

−)
γ

+A1 (6pγ5C)αβ N+
γ + A2 (6pγ5C)αβ N−

γ +
A3

2
M (γ⊥γ5C)αβ

(
γ⊥N+

)
γ

+
A4

2
M (γ⊥γ5C)αβ

(
γ⊥N−)

γ
+ A5

M2

2pz
(6nγ5C)αβ N+

γ +
M2

2pz
A6 (6nγ5C)αβ N−

γ

+T1 (iσ⊥pC)αβ

(
γ⊥γ5N

+
)

γ
+ T2 (iσ⊥ pC)αβ

(
γ⊥γ5N

−)
γ

+T3
M

pn
(iσp nC)αβ

(
γ5N

+
)

γ
+ T4

M

pn
(iσn pC)αβ

(
γ5N

−)
γ

+T5
M2

2pz
(iσ⊥nC)αβ

(
γ⊥γ5N

+
)

γ
+

M2

2pn
T6 (iσ⊥nC)αβ

(
γ⊥γ5N

−)
γ

+M
T7

2
(σ⊥⊥′C)αβ

(
σ⊥⊥

′
γ5N

+
)

γ
+ M

T8

2
(σ⊥⊥′C)αβ

(
σ⊥⊥

′
γ5N

−
)

γ
,

(2.10)
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2.1. Nucleon Distribution Amplitudes

twist-3 twist-4 twist-5 twist-6

vector V1 V2 , V3 V4 , V5 V6

pseudo-vector A1 A2 , A3 A4 , A5 A6

tensor T1 T2 , T3 , T7 T4 , T5 , T8 T6

scalar S1 S2

pseudo-scalar P1 P2

Table 2.1: Twist classification of the distribution amplitudes in Eq. (2.10).

where ⊥ stands for the projection transverse to n, p, e.g. γ⊥γ⊥ = γµg⊥µνγ
ν with

g⊥µν = gµν − (pµnν + nµpν)/pn, and σpn = σµνpµnν .
By power counting we identify three twist-3 distribution amplitudes V1, A1, T1,

nine twist-4 and twist-5, respectively, and three twist-6 distributions, see Ta-
ble 2.1. Each distribution amplitude F = Vi, Ai, Ti, Si, Pi can be represented
as

F (zip · n) =

∫
Dx e−ipn

P
i xiziF (xi) , (2.11)

where the functions F (xi) depend on the dimensionless variables xi, 0 < xi <
1,

∑
i xi = 1 which correspond to the longitudinal momentum fractions carried

by the quarks inside the nucleon. The integration measure is defined as

∫
Dx =

∫ 1

0

dx1dx2dx3 δ(x1 + x2 + x3 − 1) . (2.12)

Comparision of the expansions in Eq. (2.4) and Eq. (2.10) then leads to
the expressions for the invariant functions Vi,Ai, Ti,Si,Pi in terms of the dis-
tribution amplitudes.

In our analysis we will focus on the three leading twist-three DAs, V1, A1,
and T1.

Because of the symmetry properties of the operator in Eq. (2.2) it is easy
to see that the three invariant functions can be expressed in term of a single
function Φ (see Appendix A). Indeed, labeling with 1, 2 or 3 the arguments of
the DAs the following relations hold:

V1(1, 2, 3) = V1(2, 1, 3), A1(1, 2, 3) = −A1(2, 1, 3), T1(1, 2, 3) = T1(2, 1, 3).

(2.13)

As a result one has,

2T1(1, 2, 3) = Φ(1, 3, 2) + Φ(2, 3, 1), Φ(1, 2, 3) = V1(1, 2, 3)− A1(1, 2, 3).

(2.14)
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2. Light-Cone Wave Functions in the valence sector

2.1.1 Overlap Representation for the Nucleon Distribu-
tion Amplitudes

In this section we express the left-hand side of Eq. (2.10) by means of the
LCWFs overlap representation [56]. The overlap representation is a general
formalism, that has origin from the Drell-Yan formula [57] for the electromag-
netic form factors and can be conveniently used for the description of different
quantities entering inclusive and exclusive processes, e.g. PDFs and General-
ized Parton Distributions (GPDs) [58].

As stated, in our analysis we will focus on the three leading twist 3 DAs,
V1, A1, and T1.

We first introduce the Fourier transform† of the matrix element (2.2)

M
↑/↓
αβ,γ = 4F

(
〈0|εijkui

α(z1n)uj
β(z2n)dk

γ(z3n)|P 〉
)

= fN

[
V1(/pC)αβ(γ5N+)γ + A1(/pγ

5C)αβ(N+)γ + T1(iσpµC)αβ(γµγ5N+)γ

]
,

(2.15)

where α, β and γ are Dirac indexes and ↑ / ↓ indicates the helicity value of
the proton. Inverting Eq. (2.15) we can write the three DAs as follows (see
Appendix B)

V1 =
1

fN

1
4
√

2
(p+

1 )−
3
2

(
M↑

12,1 + M↑
21,1

)
;

A1 =
1

fN

1
4
√

2
(p+

1 )−
3
2

(
M↑

21,1 −M↑
12,1

)
;

T1 = − 1

fN

1
4
√

2
(p+

1 )−
3
2 M↑

11,2.

(2.16)

Substituting in Eq. (2.15) the general Fourier expansion in momentum
space of the free quark field of flavour q and colour c [47] from Eq. (1.52), and
recalling that the auxiliary vector n has only the “minus” component different

†The symbol F represents the Fourier transform (p · n)3
∫ ∏

j
dzj

(2π)3 exp[i
∑

k xkzkp · n].
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2.1. Nucleon Distribution Amplitudes

from zero, one finds

4F
(
〈0|εijkui

α(z1n)uj
β(z2n)dk

γ(z3n)|P (p1, s1)〉
)

= 4(p · n)3

∫ +∞

−∞

∏
j

dzj

(2π)3
eixkzk(p·n)〈0|εijkui

α(z1n)uj
β(z2n)dk
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= 〈0|ε
ijk
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∫ +∞

−∞

∏
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i
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dk+
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1
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×
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2. Light-Cone Wave Functions in the valence sector

The last expression contains eight combinations of annihilators of good com-
ponents of the quark and antiquark fields. Since we are going to perform a
constituent quark model calculation in which the only degrees of freedom are
represented by the three valence quarks (lower Fock state component, no anti-
quarks) we take into account only the combination with three annihilators of
the good component of the quark fields, i.e. bi

1(k̃1, λ1)b
j
2(k̃2, λ2)b

k
3(k̃3, λ3). In

such a way the previous equation becomes,

〈0|ε
ijk

2

∫ +∞

−∞

∏
j

dzj

(2π)3
e

i
2
Σkxkzk

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
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3 d2k3⊥
16π3k+

3

×
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2(k̃2, λ2)b

k
3(k̃3, λ3)u+α(k̃1, λ1)u+β(k̃2, λ2)u+γ(k̃3, λ3)

× exp[−i(k+
1 z1n

− + k+
2 z2n

− + k+
3 z3n

−)]Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )|P (p1, s1)〉,

and performing the integrations over the zi variables, one finds the following
expression:

〈0|4(p+
1 )3εijk

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
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3

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )

×
∑

λ1,λ2,λ3

bi
1(k̃1, λ1)b

j
2(k̃2, λ2)b

k
3(k̃3, λ3)u+α(k̃1, λ1)u+β(k̃2, λ2)u+γ(k̃3, λ3)

×δ
(
x1p

+
1 − k+

1

)
δ
(
x2p

+
1 − k+

2

)
δ
(
x3p

+
1 − k+

3

)
|P (p1, s1)〉. (2.18)

To proceed in the calculation we have to substitute an expression for the proton
state |P (p1, s1)〉. Specifing Eq. (1.57) to the case of a three-quark state, we get

|P (p1, s1)〉 =
∑

λi,τi,ci

∫ 3′∏

i=1′

dyi√
yi

∫ ∏3′
i=1′ dκi⊥

[2(2π)3]2
δ

(
1−

3′∑

i=1′
yi

)
δ(2)

( 3′∑

i=1′
κi⊥

)

×Ψ̃
N,[f ]
λ ({yi, κi⊥; λi, τi, ci}i=1′,··· ,3′)

×
3′∏

i=1′
|yip

+
1 , κi⊥ + yip1⊥, λi, τi, ci; q〉, (2.19)

with λi, τi and ci spin, isospin and colour variables of the quarks, respectively.
Since the final result is independent on the transverse components of the proton
momentum, in the following we take p1⊥ = 0 for the sake of simplicity. With
this prescription we can rewrite the partonic content of the proton as follows

3′∏

i=1′
|yip

+
1 , κi⊥, λi, τi, ci; q〉 =

εlmn

√
3!

[
b†l(y1′p

+
1 , κ1′⊥, λ1′ , τ1′)b

†m(y2′p
+
1 , κ2′⊥, λ2′ , τ2′)b

†n(y3′p
+
1 , κ3′⊥, λ3′ , τ3′)

]
|0〉,
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2.1. Nucleon Distribution Amplitudes

where l,m, n are colour indexes. Thus inserting the expression (2.19) for the
proton ket in Eq. (2.18) we obtain

〈0|4(p+
1 )3εijk

√
3!

∫
dk+

1 d2k1⊥
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1
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j
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+
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2
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]
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(2.20)

Using the commutation relations in Eqs. (1.53) after some algebra we find

〈0|4(p+
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εijk

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
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+
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3′ }
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|0〉, (2.21)

in which for the sake of brevity we made use of the shorthand notation,
{bi

1, b
†l
1′} = {bi

1(k̃1, λ1), b
†l
1′(y1′p

+
1 , κ1′⊥, λ1′ , τ1′)} and analogous once. Then, re-
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2. Light-Cone Wave Functions in the valence sector

placing the anticommutators with their values (1.53) we get
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εijk
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+
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2

)
δ
(
x3p

+
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1 )δ(y1′p
+
1 − k+

2 )δ(y3′p
+
1 − k+

3 )δ(2)(κ2′⊥ − k1⊥)

×δ(2)(κ1′⊥ − k2⊥)δ(2)(κ3′⊥ − k3⊥)δ2′uδλ2′λ1δmiδ1′uδλ1′λ2δljδ3′dδλ3′λ3δnk

−δ(y1′p
+
1 − k+

1 )δ(y2′p
+
1 − k+

2 )δ(y3′p
+
1 − k+

3 )δ(2)(κ1′⊥ − k1⊥)

×δ(2)(κ2′⊥ − k2⊥)δ(2)(κ3′⊥ − k3⊥)δ1′uδλ1′λ1δliδ2′uδλ2′λ2δmjδ3′dδλ3′λ3δnk

}
.

Now summing over the colour indexes the previous formula simplifies as follows

−4(p+
1 )3

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

∫ 3′∏

i=1′

dyi√
yi

×
∫ ∏3′

i=1′ dκi⊥
[2(2π)3]2

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )δ

(
1−

3′∑

i=1′
yi

)
δ(2)

( 3′∑

i=1′
κi⊥

)

×
∑

λi,τi

Ψ̃
N,[f ]
λ ({yi, κi⊥; λi, τi}i=1′,··· ,3′)

∑

λ1,λ2,λ3

u+α(k+
1 , λ1)u+β(k+

2 , λ2)

×u+γ(k
+
3 , λ3)δ

(
x1p

+
1 − k+

1

)
δ
(
x2p

+
1 − k+

2

)
δ
(
x3p

+
1 − k+

3

)
y1′y2′y3′(p

+
1 )3

(2.22)
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×(16π3)3

{
δ(y3′p

+
1 − k+

1 )δ(y2′p
+
1 − k+

2 )δ(y1′p
+
1 − k+

3 )δ(2)(κ3′⊥ − k1⊥)

×δ(2)(κ2′⊥ − k2⊥)δ(2)(κ1′⊥ − k3⊥)δ3′uδλ3′λ1δ2′uδλ2′λ2δ1′dδλ1′λ3

+δ(y2′p
+
1 − k+

1 )δ(y3′p
+
1 − k+

2 )δ(y1′p
+
1 − k+

3 )δ(2)(κ2′⊥ − k1⊥)

×δ(2)(κ3′⊥ − k2⊥)δ(2)(κ1′⊥ − k3⊥)δ2′uδλ2′λ1δ3′uδλ3′λ2δ1′dδλ1′λ3

+δ(y3′p
+
1 − k+

1 )δ(y1′p
+
1 − k+

2 )δ(y2′p
+
1 − k+

3 )δ(2)(κ3′⊥ − k1⊥)

×δ(2)(κ1′⊥ − k2⊥)δ(2)(κ2′⊥ − k3⊥)δ3′uδλ3′λ1δ1′uδλ1′λ2δ2′dδλ2′λ3

+δ(y1′p
+
1 − k+

1 )δ(y3′p
+
1 − k+

2 )δ(y2′p
+
1 − k+

3 )δ(2)(κ1′⊥ − k1⊥)

×δ(2)(κ3′⊥ − k2⊥)δ(2)(κ2′⊥ − k3⊥)δ1′uδλ1′λ1δ3′uδλ3′λ2δ2′dδλ2′λ3

+δ(y2′p
+
1 − k+

1 )δ(y1′p
+
1 − k+

2 )δ(y3′p
+
1 − k+

3 )δ(2)(κ2′⊥ − k1⊥)

×δ(2)(κ1′⊥ − k2⊥)δ(2)(κ3′⊥ − k3⊥)δ2′uδλ2′λ1δ1′uδλ1′λ2δ3′dδλ3′λ3

+δ(y1′p
+
1 − k+

1 )δ(y2′p
+
1 − k+

2 )δ(y3′p
+
1 − k+

3 )δ(2)(κ1′⊥ − k1⊥)

×δ(2)(κ2′⊥ − k2⊥)δ(2)(κ3′⊥ − k3⊥)δ1′uδλ1′λ1δ2′uδλ2′λ2δ3′dδλ3′λ3

}
. (2.23)

Looking at the expressions between braces it is easy to recognize that these six
terms are equal. This consideration allows us to rewrite Eq. (2.23) in a more
compact way

−24(p+
1 )3

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

∫ 3′∏

i=1′

dyi√
yi

×
∫ ∏3′

i=1′ dκi⊥
[2(2π)3]2

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )δ

(
1−

3′∑

i=1′
yi

)
δ(2)

( 3′∑

i=1′
κi⊥

)

×
∑

λi,τi

Ψ̃
N,[f ]
λ ({yi, κi⊥; λi, τi}i=1′,··· ,3′)

∑

λ1,2,3

u+α(k+
1 , λ1)u+β(k+

2 , λ2)u+γ(k
+
3 , λ3)

×δ
(
x1p

+
1 − k+

1

)
δ
(
x2p

+
1 − k+

2

)
δ
(
x3p

+
1 − k+

3

)
y1′y2′y3′(p

+
1 )3

×(16π3)3δ(y1′p
+
1 − k+

1 )δ(y2′p
+
1 − k+

2 )δ(y3′p
+
1 − k+

3 )δ(2)(κ1′⊥ − k1⊥)

×δ(2)(κ2′⊥ − k2⊥)δ(2)(κ3′⊥ − k3⊥)δ1′uδλ1′λ1δ2′uδλ2′λ2δ3′dδλ3′λ3 .

Integrating over the plus components of the quarks momenta k+
j , (j = 1, ..., 3)

one gets,

− 24

x1x2x3

∫ 3∏
j=1

d2kj⊥

∫ ∏3′
i=1′ dyi√

yi

∫ ∏3′
i=1′ dκi⊥

[2(2π)3]2
δ

(
1−

3′∑

i=1′
yi

)
δ(2)

( 3′∑

i=1′
κi⊥

)

×
∑

λi,τi

Ψ̃
N,[f ]
λ ({yi, κi⊥; λi, τi}i=1′,··· ,3′)

∑

λ1,λ2,λ3

u+α(x1p
+
1 , λ1)u+β(x2p

+
1 , λ2)

×u+γ(x3p
+
1 , λ3)y1′y2′y3′(p

+
1 )3δ(y1′p

+
1 − x1p

+
1 )δ(y2′p

+
1 − x2p

+
1 )δ(y3′p

+
1 − x3p

+
1 )

×δ(2)(κ1′⊥ − k1⊥)δ(2)(κ2′⊥ − k2⊥)δ(2)(κ3′⊥ − k3⊥)δ1′uδλ1′λ1δ2′uδλ2′λ2δ3′dδλ3′λ3 .

37



2. Light-Cone Wave Functions in the valence sector

Then integrating over d2kj⊥ and dyi, (i = 1′, ..., 3′), and specifying the argu-
ments of the LCWF we end up with the following expression

− 24√
x1x2x3

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×
∑

λ1,λ2,λ3

u+α(x1p
+
1 , λ1)u+β(x2p

+
1 , λ2)u+γ(x3p

+
1 , λ3)

×Ψ̃
N,[f ]
λ ({x1, κ1⊥; λ1, 1/2}{x2, κ2⊥; λ2, 1/2}{x3, κ3⊥; λ3,−1/2}),(2.24)

where for the sake of clarity we have replaced the (dummy) primed indexes
1′, ..., 3′ with the non primed ones. If instead of assume p1⊥ = 0 we would
have kept it in our calculations, the only difference we would find in the last
formula would be that the Dirac delta on transverse momenta would read
δ(2)

( ∑3
i=1 κi⊥ − p1⊥

)
.

The last formula represent the general model independent overlap represen-
tation for the matrix elements that enter in the definition of the DAs. The
representation, apart from some kinematical factors, involves three spinors of
the free quark fields and an integrated LCWF which encodes the low energy
dynamics responsible for binding together the quarks to form a proton.

2.1.2 Matrix Elements for the Distribution Amplitudes

To have an expression for the nucleon DAs from Eq. (2.16) it is possible to
see that the matrix elements one has to calculate are M↑

12,1, M↑
21,1 and M↑

11,2.
Namely, specifying the result obtained in Eq. (2.24) for the three cases we get

M↑
12,1 = − 24√

x1x2x3

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×u+1(x1p
+
1 , 1/2)u+2(x2p

+
1 ,−1/2)u+1(x3p

+
1 , 1/2)

×Ψ̃
N,[f ]
1/2 ({x1, κ1⊥; 1/2, 1/2}{x2, κ2⊥;−1/2, 1/2}{x3, κ3⊥; 1/2,−1/2})

= − 24√
2
√

2

(
p+

1

) 3
2

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×Ψ̃
N,[f ]
1/2 ({x1, κ1⊥; 1/2, 1/2}{x2, κ2⊥;−1/2, 1/2}{x3, κ3⊥; 1/2,−1/2});

(2.25)
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M↑
21,1 = − 24√

x1x2x3

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×u+2(x1p
+
1 ,−1/2)u+1(x2p

+
1 , 1/2)u+1(x3p

+
1 , 1/2)

×Ψ̃
N,[f ]
1/2 ({x1, κ1⊥;−1/2, 1/2}{x2, κ2⊥; 1/2, 1/2}{x3, κ3⊥; 1/2,−1/2})

= − 24√
2
√

2

(
p+

1

) 3
2

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×Ψ̃
N,[f ]
1/2 ({x1, κ1⊥;−1/2, 1/2}{x2, κ2⊥; 1/2, 1/2}{x3, κ3⊥; 1/2,−1/2});

(2.26)

M↑
11,2 = − 24√

x1x2x3

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×u+1(x1p
+
1 , 1/2)u+1(x2p

+
1 , 1/2)u+2(x3p

+
1 ,−1/2)

×Ψ̃
N,[f ]
1/2 ({x1, κ1⊥; 1/2, 1/2}{x2, κ2⊥; 1/2, 1/2}{x3, κ3⊥;−1/2,−1/2})

= − 24√
2
√

2

(
p+

1

) 3
2

∫ ∏3
i=1 dκi⊥

[2(2π)3]2
δ(2)

( 3∑
i=1

κi⊥

)

×Ψ̃
N,[f ]
1/2 ({x1, κ1⊥; 1/2, 1/2}{x2, κ2⊥; 1/2, 1/2}{x3, κ3⊥;−1/2,−1/2}).

(2.27)

Then, inserting the expressions (C.14), (C.14) and (C.14) that we have derived
in Appendix C for the LCWFs entering in the previous equations we obtain
the final representation for the matrix elements M↑

12,1,M
↑
21,1 and M↑

11,2,

M↑
12,1 =

8√
2
√

2

(
p+

1

) 3
2

∫ ∏3
i=1 dκi⊥

[2(2π)3]
δ(2)

( 3∑
i=1

κi⊥

)[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)

×
∏

i

1√
N(xi,k⊥i)

{√
2
[
a1κ

R
2 κL

3

]

−(1/
√

2)
[
κL

1 κR
2 a3

]
+ (1/

√
2)

[
a1a2a3

]}
; (2.28)

M↑
21,1 =

8√
2
√

2

(
p+

1

) 3
2

∫ ∏3
i=1 dκi⊥

[2(2π)3]
δ(2)

( 3∑
i=1

κi⊥

)[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)

×
∏

i

1√
N(xi,k⊥i)

{√
2
[
κR

1 a2κ
L
3 )

]

−(1/
√

2)
[
κR

1 κL
2 a3

]
+ (1/

√
2)

[
a1a2a3

]}
; (2.29)

39



2. Light-Cone Wave Functions in the valence sector

M↑
11,2 =

−8√
2
√

2

(
p+

1

) 3
2

∫ ∏3
i=1 dκi⊥

[2(2π)3]
δ(2)

( 3∑
i=1

κi⊥

)[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)

×
∏

i

1√
N(xi,k⊥i)

{
(1/
√

2)
[
κL

1 a2κ
R
3 )

]

+(1/
√

2)
[
a1κ

L
2 κR

3

]
+
√

2
[
a1a2a3

]}
; (2.30)

where (as in Appendix C) we have introduced the shorthand notations, ai =

(m+xiM0), κ
R/L
i = κx

i ±κy
i and N(xi,k⊥i) = [(m+xiM0)

2 +k2
⊥,i]. Substitut-

ing in the Eqs. (2.16) the final results we have obtained for the three matrix
elements we can give the general analytical representation for the DAs

V1 =
1

fN

1
4
√

2
(p+

1 )−
3
2

(
M↑

12,1 + M↑
21,1

)

=
8√
2

1

fN

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫ ∏3

i=1 d2κi⊥
16π3

δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

×
∏

i

1√
N(xi,k⊥i)

{[
a1κ

R
2 κL

3

]
+

[
a1a2a3

]

−1

2

[
κL

1 κR
2 a3

]
− 1

2

[
κR

1 κL
2 a3

]
+

[
κR

1 a2κ
L
3

]}
, (2.31)

A1 =
1

fN

1
4
√

2
(p+

1 )−
3
2

(
M↑

21,1 −M↑
12,1

)

=
8√
2

1

fN

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫ ∏3

i=1 d2κi⊥
16π3

δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

×
∏

i

1√
N(x′i,κ⊥i)

{[
κR

1 a2κ
L
3

]
−

[
a1κ

R
2 κL

3

]

+
1

2

[
κL

1 κR
2 a3

]
− 1

2

[
κR

1 κL
2 a3

]}
, (2.32)

T1 = − 1

fN

1
4
√

2
(p+

1 )−
3
2 M↑

11,2

=
8√
2

1

fN

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫ ∏3

i=1 d2κi⊥
16π3

δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

×
∏

i

1√
N(x′i,κ⊥i)

{[
a1a2a3

]
+

1

2

[
a1κ

L
2 κR

3

]
+

1

2

[
κL

1 a2κ
L
3

]}
. (2.33)

From the three expressions found for the leading-twist three DAs, Eqs. [(2.31)–
(2.33)], one can easily see that the general symmetry properties for the DAs
reported in Appendix A are satisfied.
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2.1. Nucleon Distribution Amplitudes

2.1.3 Model Results

The analytical results of the previous section are independent on a specific
model for the momentum part of the hadron WF. Namely, the assumption in
the calculation is that the LCWFs describing the nucleon low energy structure
can be factorized in a term describing the spin-isospin component and a term
accounting for the momentum dependence, and where the spin-isospin part is
SU(6) symmetric.

Since so far, as we have already stated, it is impossible to describe the
momentum component of the WF governed by the low energy dynamics of
strong interactions starting from first principles one has to rely on models. In
particular, in this work we will focus our attention to relativistic Constituent
Quark Models (CQMs). Such models are based on the hypotheses that the
Fock state expansion is dominated by the valence quarks only and that the
effective degrees of freedom of the theory are represented by the constituent
quarks. In literature there are several relativistic CQMs, among the others
we quote [60, 61, 62, 63]. The last two models have been extensively used
(see later) by our group to give numerical predictions for parton distribution
functions [64], generalized parton distribution functions [65], electro-magnetic
form factors [66], spin densities [67] and other hadronic observables of great
experimental interest [68].

The model of Ref. [62] is a relativized version of the hypercentral CQM of
Ref. [69]. The hypercentral CQM is based on the mass operator M = M0 +V ,
where M0 is the free mass operator,

M0 =
3∑

i=1

√
~k2

i⊥ + m2
i , (2.34)

with
∑3

i=1
~ki⊥ = 0 and mi being the constituent quark masses. The interaction

is taken of the form [69]

V = −τ

y
+ κly, (2.35)

where y =

√
~ρ2 + ~λ2 is the radius of the hypersphere in six dimensions and ~ρ

and ~λ are the Jacobi coordinates,

~ρ =
~r1 − ~r2√

2
, ~λ =

~r1 + ~r2 − 2~r3√
6

. (2.36)

The spin-isospin part of the WF is SU(6) symmetric and the model depends
on three parameters, mi, τ and κl, and is able to reproduce the basic features
of the low-lying nucleon spectrum satisfactorily in spite of its simplicity.
On the other hand the model of reference [63] is a relativistic quark model
in which the spin-isospin part is assumed to be SU(6) symmetric and the
momentum part of the LCWF is described by means of a power-law behaviour
of the kind

ψ({κ⊥i}) =
N

(M2
0 + β2)

γ , (2.37)
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2. Light-Cone Wave Functions in the valence sector

where M0, as usual, is the free mass operator, whereas β and γ are the two (of
the three with mi) parameters of the model fitted to reproduce the magnetic
moment of the proton and the axial coupling constant gA. The best fit gives
the values mi = 263 MeV, β = 607 MeV and γ = 3.5.

An important feature of these LC CQMs is that the procedure of boosting
the LCWFs obtained in the usual instant form of relativistic dynamics to
the front form introduces terms with orbital angular momentum contributions
different from zero [70]. Indeed, after the boost to the light-cone, even starting
with the quarks in a S-wave configuration, one ends up with contributions from
higher angular momentum waves (P and D) also.

In the following we report our model predictions for the Nucleon DAs ob-
tained through the relativistic constituent quark model of Ref. [63].

Numerical Results for our model calculation

In this paragraph we show our numerical results for the nucleon Distribution
Amplitudes obtained with the momentum part of the wavefunction (C.3) de-
scribed with the model of reference [63]. In particular, in Fig. (2.1.3) and
in Fig. (2.2) we plot, respectively, the DAs Φ(x1, x2, x3)

.
= V1(x1, x2, x3) −

A1(x1, x2, x3) and V (x1, x2, x3). While in Fig. (2.3) we report our result for
the tensorial DA T (x1, x2, x3).

Figure 2.1: Distribution Amplitude Φ(x1, x2, x3)
.
= V1(x1, x2, x3) −

A1(x1, x2, x3) obtained within the relativistic constituent quark model of
Ref. [63].

Results from other models or parameterizations

In the early eighties, after the pioneering works of Lepage and Brodsky [48],
many applications of QCD were promoted to study exclusive processes, e.g.
computing meson and nucleon form factors, as well as the first moment of
the pion distribution amplitude (i.e. the fπ decay constant). In those years
V.L. Chernyak, A.R. Zhitnitsky and I.R. Zhitnitsky attempted to reconstruct
model distribution amplitudes from the few first moments for the pion [71],

42



2.1. Nucleon Distribution Amplitudes
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Figure 2.2: Distribution Amplitude V (x1, x2, x3).
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Figure 2.3: Distribution Amplitude T (x1, x2, x3).

the nucleon [72], and other hadrons [49]. The values of the moments were re-
stricted in their approach by constraints extracted from QCD sum rules, and
model distribution amplitudes as polynomials in the longitudinal momenta of
the valence quarks were derived by means of moment inversion. An analysis for
the nucleon on the basis of the first- and second-order moments, led the author
to propose a nucleon DA which shows considerable asymmetry in the distri-
bution of the longitudinal momentum of the valence quarks. Few years later
an alternative distribution was suggested by Gari and Stefanis (GS) [73], con-
structed with the aim to yield helicity-conserving nucleon form factors which
account for the possibility that the electron-neutron differential cross section
is dominated by Gn

E, while Gn
M is asymptotically small, or, equivalently that

there is a sizeable neutron Pauli form factor overwhelming the Dirac one at all
Q2 values. The GS model gives very good agreement with the latest high-Q2

SLAC data [74] on Gp
M (or F p

1 ) and makes realistic predictions for the corre-
sponding neutron form factor in the high-momentum region [75]. In contrast,
as shown in Ref. [75], the CZ model overestimates both form factors almost by
a factor of two in the region of 10-20 GeV2, if realistic values of ΛQCD around
200 MeV are used‡. But, on the theoretical side, a heavy price is paid: some

‡In the original CZ analysis, the value ΛQCD = 100 MeV was used. Such a low value is
now de facto excluded by experiment.
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2. Light-Cone Wave Functions in the valence sector
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Figure 2.4: Distribution Amplitude Φ from the parametrization [76, 76].
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Figure 2.5: Distribution Amplitude Φ from [77].

moments of the GS model DA cannot match the requirements set by the CZ
moment sum rules (MSRs) in the allowed saturation range [75]. Moreover,
as it was shown later by Chernyak and coworkers [76], this model leads to a
prediction for the 3S1 → pp̄ decay width of charmonium which is several orders
of magnitude smaller than the experimental value§.

In 1987 the moment sum rules were re-evaluated by King and Sachrajda
(KS) [77], spotting the gaps in the CZ analysis and shifting the range of the
moment sum rule, albeit the gross features of the method were confirmed as
well as the basic shape of the nucleon DA, Fig. (2.5).

A couple of years later, Chernyak, Ogloblin, and I. R. Zhitnitsky (COZ) [78]
refined their previous sum rule for the second-order moments and extended
their method to third-order moments. Their new MSRs comprise 18 terms with
restricted margins of uncertainty relative to the previous CZ analysis and, in
general, comply with the results of the KS computation, but contradict those
obtained some years before on the lattice for the lowest two moments [79]. The
same authors have also proposed a new model DA for the nucleon, see Fig. (2.4)
– still restricted to polynomials of second degree in the longitudinal momentum
– which satisfies all, but 6 of the new MSR, whereas the CZ amplitude and the

§Provided one uses again the favored value of the strong coupling constant αs = 0.3.
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2.1. Nucleon Distribution Amplitudes

Figure 2.6: Distribution Amplitude Φ from [33].
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Figure 2.7: Distribution Amplitude Φ from [84].

GS one violate, respectively, 13 and 14 of them. The KS amplitude provides
almost the same quality as that of COZ, with only 7 broken MSR. In the same
year, Schäfer [80] presented a variety of model DAs for the nucleon, which
incorporate polynomials of degree three in the longitudinal momentum, and
found that such contributions play a token role, if properly incorporated.

The essence of these investigations is that DAs extracted from MSR are
much broader than the usual asymptotic solution derived by Lepage and Brod-
sky (from the evolution equation, see later) and have a rich structure that is
reflected in a quite asymmetric balance in the distribution of longitudinal mo-
mentum fractions among the valence quarks, accentuated by nodes.

In the same years a different and more physical approach has been pursued
by Dziembowski [33], and subsequently refined by Dziembowski himself and
Franklin [81], giving results pretty similar to those of the methods outlined
before. Dziembowski describes the nucleon by means of a relativistic CQM
based on the following assumptions: i) the nucleon states are dominated by
the valence quark configuration with typical masses of about 330 MeV; ii) the
valence component is a system described by a gaussian momentum-space WF

ψ(xi,k⊥i) = A exp

[
1

6α2

(
M2 −

3∑
i=1

(k2
⊥i + m2

i )/xi

)]
, (2.38)

where α is the gaussian parameter determined by the value of the average
quark transverse momentum, i.e. α2 ≈ 〈k2

⊥〉; and iii) the three-quark valence
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2. Light-Cone Wave Functions in the valence sector

Figure 2.8: Distribution Amplitude Φ from [97].

system in the nucleon is an interacting particle state with the standard quark
model spin-parity and isospin assignments determined with the Melosh unitary
transformation linking the instant form to the light-cone form. Even though
the momentum part of the WF is totally symmetric under the exchange of the
individual momenta, the total WF including the spin-isospin components is
asymmetric. As result the distribution in xi of the DAs is not symmetric, see
Fig. (2.6). However, for values of the quark masses m & α the total WF gives
a configuration in which the three quarks are treated at the same footing and
that imitates the non-relativistic distribution amplitudes for which xi ≈ 1/3,
i.e. each quark carries an equal fraction of the nucleon momentum.

In the work with Franklin [81], Dziembowski inspired by the model of De
Rújula, Georgi and Glashow [82] introduces a stronger coupling between the
spin-0 quark pair¶. With this asymmetric momentum WF, the mixed asym-
metric spin-isospin combination is no longer equivalent to the mixed symmetric
state. It can be observed that with this refined model the authors can give a
better overall description of the CZ moments.

The next major step in the determination of nucleon DAs was done in the
early nineties by Stefanis and Bergmann with the invention of the heterotic
conception‖ [83, 84, 85, 86]. Previously, the CZ model (or its descendants: KS
and COZ models) on one hand and the GS model on the other hand were
treated in the literature as competing alternatives – mutually excluding each
other. In addition, either way, it was not possible to reconcile the theoretical
MSR constraints with the experimental data because none of these models is
able to give, simultaneously, a quantitatively satisfactory agreement with the
form-factor and charmonium-decay data.

Perhaps understandably, in view of such distinctive models and predictions,
the conventional view has been one of fragmentation. But the new idea, under-
lying the nucleon heterotic model, makes it possible to amalgamate the best

¶The motivation for emphasizing spin-zero clustering comes from QCD where the ex-
change of gluons provides attractive forces that are strongest in the spin-0 quark-quark
state. The spin-0 spin-spin force is three times stronger than the spin-1 spin-spin force.

‖“Heterosis” in Greek means increased vigor due to cross-breeding.
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2.1. Nucleon Distribution Amplitudes

features of COZ-type and GS-type DAs into a single mould, thus lifting the
disparity between theory and experiment. The heterotic DA is a “hybrid” –
sort of – and seems to have a foot in each of the previous models, Fig. (2.7).
This duality is also reflected in its profile which, though distinctive in overall
shape from both the COZ and the GS DAs, bears geometrical characteristics
typical for both models.

The approach of Bergmann and Stefanis is the same of CZ and COZ works.
Starting from the COZ nucleon DA in the parameter space of the coefficients of
the inversion they systematically seek for solutions with ratios |Gn

M|/Gp
M ≤ 0.5

that satisfy the QCD sum rules with a similar accuracy as the COZ nucleon DA.
These solution appear as local minima with respect χ2 criterion defined by the
deviation from the sum rule. The heterotic solution is uniquely determined
by the deviation by the inversion coefficients of that local minimum which
corresponds to the smallest possible ratio, about 0.1. The nucleon DA derived
in this way matches, up to the second order, the KS requirements better than
the COZ one.

Similar ideas of heterosis were then applied by the same authors [87] to the
DA of the ∆+(1232) isobar, treating the MSR of Farrar et al. (FZOZ) [88]
and those by Carlson and Poor (CP) [89] in combination. Again a heterotic
DA was determined in between the CP and the FZOZ model DAs. Using
the heterotic distribution amplitudes for the nucleon and the ∆, the transition
form factor G∗

M was calculated [84, 87] within the standard convolution scheme
and remarkable agreement with the available data was found. Even more, a
recent reanalysis by Stuart et al. [90, 91], of the inclusive e − p data in the
∆(1232) region by the SLAC experiment NE11, combined with low Q2 data,
high Q2 data from the SLAC experiment E133, and missing mass squared
data, finds results for the transition form factor systematically higher than
the previous data analysis by Stoler [92] and confirms within the errors the
“heterotic” predictions [93].

Despite the appearent good phenomenological results obtained through the
MSR approach, in those years, a question rised about the reliability of the
hadronic distribution amplitudes reconstructed from QCD sum rules. Many
papers appeared in literature pointing out that the MSR are not stringent
enough to fix the shape of the nucleon DA uniquely [73, 75, 95]. A similar
analysis for the pion DA was given by Mikhailov and Radyushkin [94].

For this reason two others approaches have been studied [97, 96]. The first
one due to Bolz and Kroll has the purpose of constructing the nucleon WF
demanding that it provides an overlap contribution that completely controls
the Dirac form factor at momentum transfer of about 10 GeV2. Obviously this
requirement does not fix the WF univocally. Indeed the authors used PDFs
and J/Ψ → NN̄ decay reaction data as further constraints in their analysis.
They describe the WF factorizing it in two parts: the first one coming from
the solution of the QCD evolution equation accounting for the xi dependence,
while the second one describing the dependence on the transverse momenta
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2. Light-Cone Wave Functions in the valence sector

k⊥i with a symmetric gaussian shape. In such a way they found a WF with
few parameters (2 or 3) that can be fitted to the data (see Fig. (2.8)).

The second interesting approach [96] introduced in order to obtain a more
reasonable model of the DAs which avoids the problems of unphysical oscil-
lations (due to a failure in the fine-tuning of higher-order expansion coeffi-
cients) is the one followed by Eckardt, Hansper and Gari. They were guided
by some criteria of simplicity that a physical distribution amplitude should
fulfill in addition to QCD sum rules: functional simplicity (e.g. an exponential
ansatz), minimum number of parameters, smooth, no oscillations, positive,
substantially non-polynomial, and with no specific process (experiment) as
input (process-independence). They called the model constructed in such a
way“haplousterotic” (Ha+) (from the greek word απλoυστερoς for “simpler”).
Using the above criteria, the haplousterotic model amplitude was determined
from the QCD sum-rule moments of COZ. The model has the

ΦHa+
N (x) = N exp

[
−

(
b
(r)
1

r1

+
b
(r)
2

r2

+
b
(r)
3

r3

)]
, (2.39)

where N is a normalization factor, and the bi are three parameters adjusted in
order to change the position of the maximum according to the requirements
of QCD sum rule moments, r = (1/2, 1, 2, ...). Of course, for the purpose
of investigation of the Q2-evolution of the DA or its convergence properties,
ΦHa+

N can be expanded into a series. It can be shown that it presents a nice
convergence. But one can also notice that very high polynomial degrees are
needed for the expansion to resemble the shape of the exact model. On the
other hand, it is interesting to stress that the second degree approximation to
ΦHa+

N looks very much like the early model of CZ [96].

2.1.4 Evolution and Moments of the Distribution Am-
plitudes

In our discussion in the previous sections we have often repeated and outlined
that, with the present knowledge of strong interactions, it is impossible to
calculate DAs and more generally all the other hadronic observables from first
principles. This is because the low energy dynamics is governed by effects
that, so far, cannot be described through the perturbative method, and for
this reason they are often called non-perturbative effects. Nevertheless in this
section we show how the perturbative QCD results obtained by Lepage and
Brodsky in their seminal works [48] serve as a guideline to some of the models
outlined in the previous section. The nucleon distribution amplitude (2.1) is
the three-quark WF integrated over transverse momenta

φ(xi, µ
2) ≡

(
ln

µ2

Λ2
QCD

)− 3
2

γf
β ∫

k⊥i<µ2

[
d2k⊥

]
N

ΨN(xi,k⊥i), (2.40)
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2.1. Nucleon Distribution Amplitudes

where the logarithm in front of the integral is due to the WF renormalization for
the UV divergences owing to gluon radiative corrections in the hard scattering

amplitude (see Cap. 1), i.e. Z2 = limµ2→∞
(
ln µ2

Λ2

)− 3
2
γf β

, β ≡ (11 − 2nf/3)/4

is the Gell-Mann and Low function, with nf number of flavours, and γf is the
anomalous dimension associated with the quark self energy in the light-cone
gauge,

γf = CF

(
1 + 4

∫ 1

0

dx
x

1− x

)
. (2.41)

The physical content of Eq. (2.40) is that an external probe, for example,
an off-shell photon, “sees” only the distribution of quarks over the longitudinal
momenta inside the nucleon, while its transverse size requires wavelenghts ∼ 1

µ
,

so that the distribution of quarks over the transverse plane is not resolved.
The gauge invariant DA φ(xi, µ

2) is intrinsically non-perturbative and uni-
versal∗∗. The large momentum behaviour of these functions can be analyzed
either using OPE techniques or, equivalently, by evolution equations analogous
to DGLAP equations [21] in deep-inelastic scattering. Following the second
approach, one takes derivatives with respect to Q2 of Eq. (2.40) to arrive at
evolution equations of the generic form [48]

∂ φ(xi, Q
2)

∂ ln Q2
=

∫ 1

0

[dy] V
(
xi, yi, αs(Q

2)
)
φ(xi, Q

2) (2.42)

with distinct kernels V (xi, yi, αs(Q
2)) for each process at hand, which, to lead-

ing order in αs, are computable from the single-gluon-exchange kernel.
To solve the evolution equation, φ has to be expressed as an orthogonal

expansion in terms of appropriate functions which constitute an eigenfunction
basis of the particular gluon-exchange kernel, i.e.,

φ(xi, Q
2) = φas(xi)

∞∑
n=0

Bn(µ2)φ̃n(xi) exp

{∫ Q2

µ2

dµ̄2

µ̄2
γF(g(µ̄2))

}
, (2.43)

where φas is the renormalization group asymptotic DA (see below) being pro-
portional to the weight w(xi) of the particular orthogonal basis, and φ̃n de-
notes the corresponding eigenfunctions. The coefficients Bn of this expansion
are associated with matrix elements of composite lowest-twist operators with
definite anomalous dimensions (after diagonalization of the evolution kernel)
taken between the vacuum and the external hadron. They represent the non-
perturbative input (integration constants of the renormalization group equa-
tion) in Eq. (2.43) and have to be determined at some initial scale of evolution
µ2 by non-perturbative techniques. The exponential factor in Eq. (2.43) takes
care of momentum evolution according to the renormalization group and is

∗∗Universal once it is used the same factorization scheme to cast the exclusive amplitudes
for different processes in the convolution form.

49



2. Light-Cone Wave Functions in the valence sector

governed by the quark anomalous dimension

γF =
µ

Z2

∂Z2

∂αs

∂αs

∂µ
, (2.44)

which in the axial gauge is [98]

γq = −αs

π
+ O(α2

s ) . (2.45)

The advantage of employing an eigenfunctions decomposition is that the
evolution equation can be solved by diagonalization. Following Refs.[48, 99]
the evolution equation for the nucleon DA is,

x1x2x3

[
∂

∂ξ
φ̃(xi, Q

2) +
3

2

CF

β
φ̃(xi, Q

2)

]
=

CF

β

∫ 1

0

[dy] V (xi, yi) φ̃(yi, Q
2) ,

(2.46)
where φ = x1x2x3 φ̃, CF is the Casimir operator for the fundamental represen-
tation of a group defined as CF = (N2 − 1)/2N with N the dimension of the
symmetry group, e.g. SU(3)c ⇒ CF = 4/3. In the last equation, we have made
use of the evolution “time” parameter

ξ ≡ β0

4π

∫ Q2

µ2

dk2
⊥

k2
⊥

αs(k
2
⊥) = ln

αs(µ
2)

αs(Q2)
= ln

ln Q2/Λ2
QCD

ln µ2/Λ2
QCD

, (2.47)

and of the relation

∂

∂Q2
=

∂ξ

∂Q2

∂

∂ξ
=

β0

4π

αs(Q
2)

Q2

∂

∂ξ
. (2.48)

Moreover the integrand V (xi, yi) reads,

V (xi, yi) = 2x1x2x3

∑

j 6=i

Θ(yi − xi) δ(yk − xk)
yj

xj

[
δhih̄j

xi + xj

+
∆

yi − xi

]
. (2.49)

Note that V (xi, yi) = V (yi, xi) is the sum over single-gluon interactions be-
tween quark pairs {i, j}, and the subtraction prescription ∆φ̃(yi, Q

2) ≡ φ̃(yi, Q
2)−

φ̃(xi, Q
2) ensures IR finiteness at xi = yi, i.e., V (xi, yi) is not a function but a

distribution. For antiparallel spins δhih̄j
= 1 and for parallel spins it equals 0.

Note also that if no gluon is exchanged, each xk in the initial and final wave
function is the same because no longitudinal momentum is introduced by qµ

(q+ = 0). The idea is to solve the evolution equation by employing factoriza-
tion of the dependence on longitudinal momentum from that on the external
(large) momentum scale Q2 (cf. Eq. (2.43)). The latter is renormalization
group controlled (Cap. 1) according to

∂

∂ξ
φ̃n(xi, Q

2) = −γn φ̃n(xi, Q
2) (2.50)
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2.1. Nucleon Distribution Amplitudes

with solutions

φ̃n(xi, Q
2) ' φ̃n(xi)

(
ln

Q2

Λ2
QCD

)−γn

. (2.51)

This allows us to write the full nucleon DA in the form

φ(xi, Q
2) = φas(xi, Q

2)
∞∑

n=0

Bn φ̃n(xi)

(
ln

Q2

Λ2
QCD

)−γn

, (2.52)

where φas ≡ 120x1x2x3 is the asymptotic solution, φ̃n(xi) are appropriate but
not tabulated polynomials, and the expansion coefficients Bn encode the non-
perturbative input of the bound-states dynamics at the factorization (renor-
malization) scale.

From the factorized form of φ̃n(xi, Q
2) in Eq. (2.51), it follows that the

evolution equation for the x-dependence reduces to the characteristic equation

x1x2x3

[
3

2

CF

β
− γn

]
φ̃(xi) =

CB

β

∫ 1

0

[dy]
V (xi, yi)

w(xi)
φ̃(yi) , (2.53)

where w(xi) = x1x2x3 = x1(1 − x1 − x3)x3 is the weight function of the
orthogonal basis and CB = (Nc + 1)/2Nc = 2/3 the Casimir operator of the
adjoint representation of SU(3)c. To proceed, it is convenient to conceive of the
kernel V (xi, yi) as being an operator expanded over the polynomial basis [48]
|xk

1 xl
3〉 ≡ |k l〉, (recall that because of momentum conservation, only two out

of three xi variables are linearly independent), i.e. to write

V̂ ≡
∫ 1

0

[dy] V (xi, yi) (2.54)

and convert Eq. (2.53) into the algebraic equation
[

3

2

CF

β
− 2

CB

β

V̂

2w(xi)

]
φ̃n(xi) = γn φ̃n(xi) . (2.55)

In this way, the action of the operator V̂ can be completely determined by a
matrix, namely:

V̂ |k l〉
2w(xi)

=
1

2

i+j≤M∑
i,j

Uij,kl|i j〉 . (2.56)

The corresponding eigenvalues are then determined by the roots ηn of the
characteristic polynomial that diagonalizes the matrix U ††:

V̂ φ̃n(xi) = −ηn w(xi) φ̃n(xi) , (2.57)

††The explicit form of the matrix U was derived by Lepage and Brodsky [48] and can be
found in Appendix A of Ref. [99]. Within the basis |k l〉, the matrix U can be diagonalized to
provide eigenfunctions, which are polynomials of degree M = k+ l = 0, 1, 2, 3 . . ., with M +1
eigenfunctions for each M . This was done in [48] by diagonalizing the (M + 1) × (M + 1)
matrix Uij,kl with i + j = k + l = M and results up to M = 2 were obtained.
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2. Light-Cone Wave Functions in the valence sector

so that the anomalous dimensions for order M are given by

γn(M) =
1

β

(
3

2
CF + 2ηn(M)CB

)
, (2.58)

where the orthogonalization prescription

∫ 1

0

[dx] w (xi) φ̃m(xi)φ̃n(xi) =
1

Nm

δmn (2.59)

has been employed with Nm being appropriate normalization constants. This
orthogonality condition is insufficient to determine the polynomial basis uniquely.
This is because the orthogonality of polynomials depending on two (or more)
variables via a generalization of the Hilbert-Schmidt method is not unique.

The non-perturbative input enters Eq. (2.52) through the coefficients Bn(µ2)
which represent non-perturbative matrix elements of appropriate three-quark
operators interpolating between the proton and the vacuum. Their determi-
nation involves correlators of the form

I (n1n2n3,m)(q, z) = i

∫
d4x eiq·x〈0|T(

F (n1n2n3)
γ (0)Ĵ

(m)
γ′ (x)

)|0〉(z · γ)γγ′

= (z · q)n1+n2+n3+m+3I (n1n2n3,m)(q2) , (2.60)

used by the authors of [72, 77, 76] as constraints for the determination of the
moments of the DAs. In the previous equation, z is a light-like (z2 = 0) aux-
iliary vector and the factor (z · γ)γγ′ serves to project out the leading-twist
structure of the correlator. The computation of the Wilson coefficients on the
quark side of the correlator amounts to the perturbative evaluation of dia-
grams involving quark/gluon condensates [72]. It yields the theoretical side
of the sum rule. The phenomenological side of the sum rule is obtained by
saturating the correlator by the lowest-mass baryon states via dispersion rela-
tion. Reconciliation of the two sides of the sum rule with respect to the Borel
parameter (which resembles momentum) determines the margin of permissible
values for a particular moment. The three-quark operators in Eq. (2.60) are
typified by the expression

O(n1n2n3) = (z · P )−(n1+n2+n3)

3∏
i=1

(
iz · ∂

∂zi

)ni

O(zi · p)
∣∣
zi=0

. (2.61)

Their matrix elements

〈0|O(n1n2n3)
γ (0)|P 〉 = fN(z · P )n1+n2+n3+1Nγ O (n1n2n3) (2.62)

are related to the moments

O(n1n2n3) =

∫ 1

0

[dx]xn1
1 xn2

2 xn3
3 O(x1, x2, x3), (2.63)
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2.1. Nucleon Distribution Amplitudes

where O(xi) stands for one of the amplitudes V1, A1, T1, or linear combination
of them. Because of the linear momentum conservation, x1 + x2 + x3 = 1, not
all the moments at a given order M = n1 + n2 + n3 are linearly independent,
namely

φ
(n1,n2,n3)
N = φ

(n1+1,n2,n3)
N + φ

(n1,n2+1,n3)
N + φ

(n1,n2,n3+1)
N . (2.64)

For instance, at order M = 3 there are 20 moments out of which only 10 are
strictly independent. Following [48] we consideration combinations formed by
powers of the monomial x1x3, i.e. the basis |k l〉. In term of this basis, the
moment of φN read

φ
(n1n2n3)
N =

∫ 1

0

dx1

∫ 1−x1

0

dx3

[
n2∑
i=0

i∑
j=0

(−1)i

(
n2

i

)(
i

j

)
xn1+i−j

1 xn3+j
3

]
φN(x1, x3),

(2.65)
and the strict moments are defined as

φ
(i0j)
N =

∫ 1

0

[dx] xi
1 x0

2 xj
3 φN(xk, µ

2). (2.66)

Stefanis and Bergmann pointed out that it is possible to derive a closed-form
expression of the expansion coefficients to any desired order of polynomial
expansion:

Bn(Q2)√
Nn

=

√
Nn

120

[
ln(Q2/Λ2

QCD)

ln(µ2/Λ2
QCD)

]−γn ∞∑
i,j=0

an
ij φ

(i0j)
N (µ2)

= Bn(µ2)

[
ln(Q2/Λ2

QCD)

ln(µ2/Λ2
QCD)

]−γn

. (2.67)

The projection coefficients an
ij and the normalization constant Nn up to or-

der M = 9 have been calculated by Bergmann [99] in his Dissertation thesis
with a polynomial basis orthogonal with respect to the weight w(xi) = x1x2x3

provided by the Appel polynomials [100]. Appell polynomials are special hy-
pergeometric functions of the form

F (M)
mn (5, 2, 2; x1, x3) ≡ Fmn(x1, x3) , (2.68)

which constitute an orthogonal polynomial set on the triangle T = T (x1, x3)
with x1 > 0, x3 > 0, x1 + x3 < 1. They provide a suitable basis for solving the
eigenvalue equations for the nucleon because within this basis V̂ is block diag-
onal for different polynomial orders. Moreover, introducing a “symmetrized”
basis of such polynomials according to

F̃mn(x1, x3) =
1

2
[Fmn(x1, x3)±Fnm(x1, x3)]

=

k+l≤m+n∑

k,l=0

Zmn
kl |k l〉 (2.69)
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2. Light-Cone Wave Functions in the valence sector

(where + refers to m ≥ n and − to m < n), V̂ commutes with the permutation
operator P13 = [321] and thus becomes block diagonal within each sector of
(definite) permutation-symmetry class of eigenfunctions for fixed order M .
As a result, the kernel V̂ can be analytically diagonalized up to order seven.
This is related to the fact that the characteristic polynomial of matrices with
rank four can be solved analytically. Beyond that order, its roots have to be
determined numerically.

The utility of Eq. (2.67) is twofold. First the moments of DAs are not
accurately determined. Thus, without the explicit relation between expansion
coefficients and strict moments, one has to perform a simultaneous and self-
consistent fit to the moment constraints, which becomes increasingly tedious
as the moment-order grows. Second, we know that the orthogonalization pro-
cedure of polynomials with more than one variable is not unique. This means
that in order to compare expansion coefficients Bn, obtained in different ap-
proaches, they ought to be normalized. The values of Bn without the knowl-
edge of the normalization constant Nn are of no significance. However, having
obtained Eq. (2.67) the knowledge of the normalization used in different ap-
proaches becomes superfluous. Modulo normalization, the coefficients Bn can
be self-consistently computed on the basis of the universal strict moments. The
link between Bn and the strict moments of φN is (B0 is fixed to unity by the
normalization of φN) [75]:

B1(µ
2) =

1260

120

[
Φ

(100)
N − Φ

(001)
N

] ∣∣∣
µ2

B2(µ
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N

] ∣∣∣
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] ∣∣∣
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Φ
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Φ
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] ∣∣∣∣
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.

(2.70)

In the previous section, we outlined the results on the DAs obtained by
different authors that employed the method of restricting the first moments
of the DAs within intervals determined from QCD sum rules adapted to the
LC [72, 77, 76]. As a matter of fact in such a way useful constraints can be
obtained already with few moments. These are evaluated with the aid of cor-
relators of the type (2.60) at some self-consistently determined normalization
point µ0 = µF of order 1GeV at which a short-distance OPE can be safely per-
formed. The constraints on the moments used to reconstruct model amplitudes
for the nucleon, being the product of a fitting procedure, do not necessarily
satisfy all sum-rule requirements. As mentioned before we stress that only the
knowledge of Eq. (2.67) makes it possible to determine analytically a genuine
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2.1. Nucleon Distribution Amplitudes

solution (if any exists) to the QCD sum rules. We know from previous consid-
eration that the problem of determining an unknown distribution from a finite
set of moments has no unique solution; this means that the expansion in terms
of eigenfunctions is truncated after taking into account bilinear combinations
of longitudinal momentum fractions and assuming that higher-order terms are
of minor importance, if properly included. For instance, in Ref. [80] one can
found a discussion on why the truncation at second order is justifiable. This is
because the shape of the corresponding amplitude is a characteristic property
of the entire series and the errors are of sub-leading importance.

In the following we report our results for the moments of the distribution
amplitudes in comparison with other model calculations and lattice predictions.
From the results it can be seen that our model predictions are in pretty good
agreement both with the data fit of Bolz and Kroll [97] and very recent lattice
simulations [101].

Table 2.2 shows the values obtained for the moments of the DA Φ up to
third order (l + m + n ≤ 3). The definition of the moments is as follows,

φ(l,m,n) =

∫ 1

0

[dx]xl
1x

m
2 xn

3Φ(x1, x2, x3)

/∫ 1

0

[dx]Φ(x1, x2, x3), (2.71)

with [dx] = dx1dx2dx3δ(1− x1 − x2 − x3).
In Table 2.3 we report a comparison among our result for the moments

of a DA defined as a linear combination of the moments of Φ and T , i.e.
ϕ(l,m,n) = 1/3(φ(l,m,n)+2T (l,n,m)) and the results from Lattice and other models
calculations.

In the last Table 2.4 we show our predictions for evolved moments φ(l,m,n) in
comparison to our previous results at the hadronic scale and lattice predictions.
To perform the evolution we used the algebraic expressions for the DAs in terms
of the expansion coefficients Bn [75],

V1(xi) = φas(xi)

[
(B0 + B2 − 5B3 − 5B5)

+
1

2
(B1 − 3B2 + 11B3 + B4 + 21B5) (x1 + x2)

− (B1 + B4) x3 − (4B3 + 14B5) x1x2

+
1

6
(12B3 − 4B4 − 28B5)

(
x2

1 + x2
2

)

+
1

3
(24B3 + 4B4 + 14B5) x2

3

]
, (2.72)

A1(xi) = φas(xi)

[
1

2
(−B1 − 3B2 + 3B3 −B4 − 7B5) (x1 − x2)

+
1

6
(−12B3 + 4B4 + 28B5)

(
x2

1 − x2
2

)]
, (2.73)
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2. Light-Cone Wave Functions in the valence sector

Table 2.2: Comparison of the strict moments l +m+n ≤ 3 of the nucleon DA
Φ between different model calculations or data fit: COZ Ref. [76], KS Ref. [77],
SB Ref. [84], DF Ref. [81], BK fit Ref. [97], and Our; and the Lattice results
of Ref. [101]

(l,m,n) COZ KS SB DF BK Our LAT
0 0 0 1 1 1 1 1 1 1
1 0 0 0.54− 0.62 0.46− 0.59 0.572 0.582 0.381 0.346 0.394
0 1 0 0.18− 0.20 0.18− 0.21 0.184 0.213 0.309 0.331 0.302
0 0 1 0.20− 0.25 0.22− 0.26 0.244 0.207 0.309 0.323 0.304
2 0 0 0.32− 0.42 0.27− 0.37 0.338 0.367 0.179 0.152 0.18
0 2 0 0.065− 0.088 0.08− 0.09 0.066 0.085 0.125 0.142 0.132
0 0 2 0.09− 0.12 0.10− 0.12 0.170 0.083 0.125 0.137 0.138
1 1 0 0.08− 0.10 0.08− 0.10 0.139 0.108 0.101 0.099 0.113
1 0 1 0.09− 0.11 0.09− 0.11 0.096 0.106 0.101 0.096 0.112
0 1 1 −0.03− 0.03 unreliable 0.018 −0.021 0.083 0.091 0.05
3 0 0 0.21− 0.25 0.21 0.249 0.095 0.078
0 3 0 0.028− 0.04 0.039 0.041 0.059 0.071
0 0 3 0.048− 0.056 0.139 0.040 0.059 0.068
2 1 0 0.041− 0.049 0.079 0.060 0.042 0.038
2 0 1 0.044− 0.055 0.049 0.059 0.042 0.037
1 2 0 0.027− 0.037 0.050 0.040 0.036 0.037
1 0 2 0.037− 0.0434 0.037 0.039 0.036 0.035
0 2 1 −0.004− 0.007 −0.023 0.004 0.030 0.034
0 1 2 −0.005− 0.008 −0.007 0.005 0.030 0.033

T1(xi) = φas(xi)

[
(B0 + B2 − 5B3 − 5B5) + (−3B2 + 7B3 + 7B5) x3

+ (4B3 + 14B5) x1x2 +

(
8B3 +

14

3
B5

) (
x2

1 + x2
2

)]
, (2.74)

where the appropriate coefficients evolved according Eq. (2.67) have to be
inserted.

It can be pointed out that the evolution process does not affect so much
our model predictions with respect to the hadronic scale.

2.2 Parton Distribution Functions

Others hadronic observables to which the LC CQM formalism of treating the
low energy dynamics of strong interaction can be applied with success are the
socalled parton distribution functions (PDFs) that we have already introduced
in Cap. 1.

It is well-known that at the parton level the quark structure of the nucleon
is described in terms of three quark distributions, namely the quark density
f1(x), the helicity distribution g1(x) (also indicated ∆f(x)), and the transver-
sity distribution h1(x) (also indicated δf(x)). The first two distributions, and
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2.2. Parton Distribution Functions

Table 2.3: Moments of the DA ϕ(l,m,n) from four different model calculations:
COZ Ref. [76], KS Ref. [77], DF Ref. [81] and Our; and from Lattice simula-
tions [101].

(l,m,n) COZ KS DF LAT Our
0 0 0 1 1 1 1 1
1 0 0 0.52 0.47 0.44 0.364 0.34
0 1 0 0.17 0.21 0.21 0.302 0.33
0 0 1 0.31 0.32 0.35 0.334 0.33
2 0 0 0.31 0.29 0.26 0.166 0.15
0 2 0 0.05 0.09 0.09 0.132 0.14
0 0 2 0.15 0.18 0.19 0.152 0.14
1 1 0 0.09 0.08 0.07 0.092 0.1
1 0 1 0.12 0.1 0.11 0.112 0.1
0 1 1 0.04 0.04 0.05 0.071 0.09

particularly f1(x), are now well established by experiments in the deep-inelastic
scattering (DIS) regime and well understood theoretically as a function of
the fraction x of the nucleon longitudinal momentum carried by the active
quark [102]. Information on the last leading-twist distribution is missing on
the experimental side because h1(x), being chiral-odd, decouples from inclusive
DIS and therefore can not be measured in such a traditional source of informa-
tion. Indeed, QCD conserves chirality (which concide with helicity in Infinite
Momentum Frame), thus if a chiral-odd term appears in a strong interaction
process another chiral odd term is needed to preserve chirality. Nevertheless
some theoretical activity has been developed in calculating h1(x) and finding
new experimental situations where it can be observed (for a recent review see
Ref. [?]). Among the different proposals the polarized Drell-Yan (DY) dilepton
production was recognized for a long time as the cleanest way to access the
transversity distribution of quarks in hadrons [103, 104, 105, 106]. As a mat-
ter of fact, in pp and pp̄ DY collisions with transversely polarized hadrons the
leading order (LO) double transverse-spin asymmetry of lepton-pair produc-
tion involves the product of two transversity distributions, thus giving direct
access to them. However, such a measurement is not an easy task because of
the technical problems of maintaining the beam polarization through the ac-
celeration. The recently proposed experimental programs at RHIC [107] and
at GSI [108] have raised renewed interest in theoretical predictions of the dou-
ble transverse-spin asymmetry in proton-(anti)proton collisions with dilepton
production [109, 110, 111].
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2. Light-Cone Wave Functions in the valence sector

Table 2.4: Comparison of the moments of the DA φ(l,m,n): LAT, lattice simu-
lations at Q0 = 2 GeV; Our, present model calculation at the hadronic scale
Q0 = 0.281 GeV; Our Evol, present model calculation after evolution at Q0 = 2
GeV.

(l,m,n) LAT Our Our Evol
0 0 0 1 1 1
1 0 0 0.394 0.346 0.340
0 1 0 0.302 0.331 0.332
0 0 1 0.304 0.323 0.327
2 0 0 0.18 0.152 0.148
0 2 0 0.132 0.142 0.152
0 0 2 0.138 0.137 0.14
1 1 0 0.113 0.099 0.092
1 0 1 0.112 0.096 0.1
0 1 1 0.05 0.091 0.088

2.2.1 Light-cone Wave Functions representation of the
Parton Distribution Functions

To give the overlap representation of the three leading twist PDFs we start
from the general representation of the hadronic tensor for an inclusive DIS
process, after assming LC dominance

2MW µν ∼ 1

2

∑

f

e2
f

∫
dk−dk⊥Tr

[
Φ(k, p, S)γµγ+γν

+Φ̄(k, p, S)γνγ+γµ

]∣∣∣∣
k+=xp+

, (2.75)

with

Φ(k, p, S) =

∫
d4ξ

(2π)4
e−ik·ξ〈p, s|ψ̄(ξ)ψ(0)|p, s〉

=
∑
sX

∫
dpX⊥

(2π)32p0
X

〈p, s|ψ̄f (0)|pX , sX〉

×〈pX , sX |ψf (0)|p, s〉δ(4)(p− k − pX), (2.76)

the quark-quark correlator, namely a bilocal operator of quark fields evaluated
on an hadronic state of momentum p and helicity s, where the partons carry
a LC momentum fraction x = k+/p+ and pX is the momentum of the generic
final state on which we sum over. Φ̄(k, p, S), analogously, the correlator for
the antiquark fields, which we do not take into account in the following.
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2.2. Parton Distribution Functions

From previous considerations we know that in LC kinematics the leading
twist component are the, so-called, “good” components that can be isolated
by means of the projector Λ+. Applying the projector to the Eq. (2.76) it is
possible to extract the PDFs. Indeed

Λ+

{ ∫
dk−dk⊥Φ(k, p, s)|k+=xp+

}
γ+

= Λ+

{ ∫
dξ−

2π
eixp+ξ−〈p, s|ψ̄f (ξ

−)ψf (0)|p, s〉
∣∣∣∣
ξ+=ξ⊥=0

}
γ+,

(2.77)

where s = (0, s), s = (λ, s⊥). Through the trace operation

Φ[Γ](x, s) =

∫
dk−dk⊥Tr

[
Φ(k, p, s)Γ

]∣∣∣∣
k+=xp+

, (2.78)

we get the formulation of the PDFs in terms of Fourier Transform of matrix
elements of “good” component of bilocal operators

f1(x) = Φ[γ+] =

∫
dξ−

2π
eixp+ξ−〈p|ψ̄f (ξ

−)γ+ψf (0)|p〉; (2.79)

λg1(x) = Φ[γ+γ5] =

∫
dξ−

2π
eixp+ξ−〈p|ψ̄f (ξ

−)γ+γ5ψf (0)|p〉; (2.80)

si
⊥h1(x) = Φ[iσi+γ5] =

∫
dξ−

2π
eixp+ξ−〈p|ψ̄f (ξ

−)iσi+γ5ψf (0)|p〉. (2.81)

Varying Γ on a Dirac matrices basis (1, γ5, γµ, γ5γµ, σµν) it is also possible to
find the expression for the suppressed (non leading) PDFs. For instance at
twist three they result

Φ[1](x, s) =
M

p+
e(x),

Φ[γiγ5](x, s) =
M

p+
si
⊥gT (x),

Φ[iσ+−γ5](x, s) =
M

p+
λhL(x),

(2.82)

where the term M/P+ ∼ M/Q is the suppressed contribution following the
definition of effective twist.

Executing a calculation analogous to what done for the DAs we obtain [64,
65]

f q
1 (x) =

∑

λiτi

3∑
j=1

δτjτq

∫
[dx]3[dk⊥]3 δ(x− xj)|ΨN,[f ]

λ ({xi}, {k⊥,i}; {λi}, {τi})|2,

(2.83)
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2. Light-Cone Wave Functions in the valence sector

where the helicity λ of the nucleon can equivalently be taken positive or neg-
ative.

Analogously, the following simple expressions are obtained for the polarized
quark distribution of flavor q [65]

gq
1(x) =

∑

λiτi

3∑
j=1

δτjτq sign (λj)

∫
[dx]3[dk⊥]3 δ(x−xj)|ΨN,[f ]

+ ({xi}, {k⊥,i}; {λi}, {τi})|2,

(2.84)
and for the quark transversity distributions hq

1(x) [65]:

hq
1(x) =

∑

λt
i τi

3∑
j=1

δτjτq sign (λt
j)

∫
[dx]3[dk⊥]3 δ(x−xj)|ΨN,[f ]

↑ ({xi}, {k⊥,i}; {λt
i}, {τi})|2,

(2.85)
where λt

i is the transverse-spin component of the quark and, as usual, the
trasversity basis for the nucleon spin states is obtained from the helicity basis
as follows:

|p, ↑〉 =
1√
2
(|p, +〉+ |p,−〉), |p, ↓〉 =

1√
2
(|p, +〉 − |p,−〉). (2.86)

Expressions (2.83), (2.84) and (2.85) exhibit the well known probabilistic
content of parton distributions. Eq. (2.83) gives the probability of finding a
quark with a fraction x of the longitudinal momentum of the parent nucleon,
irrespective of its spin orientation. The helicity distribution gq

1(x) in Eq. (2.84)
is the number density of quarks with helicity + minus the number density
of quarks with helicity −, assuming the parent nucleon to have helicity +.
The transversity distribution hq

1(x) in Eq. (2.85) is the number density of
quarks with transverse polarization ↑ minus the number density of quarks
with transverse polarization ↓, assuming the parent nucleon to have transverse
polarization ↑.

In the framework of the LC CQM outlined for the DAs calculations we
separate the spin-isospin component from the space part of the proton wave
function assuming SU(6) symmetry (Appendix C). Thus we find

f q
1 (x) =

(
2δτq1/2 + δτq−1/2

) ∫
[dx]3[dk⊥]3 δ(x− x3)|ψ({xi}, {k⊥,i})|2, (2.87)

gq
1(x) =

(
4

3
δτq1/2 − 1

3
δτq−1/2

) ∫
[dx]3[dk⊥]3 δ(x− x3)|ψ({xi}, {k⊥,i})|2M,

(2.88)

hq
1(x) =

(
4

3
δτq1/2 − 1

3
δτq−1/2

) ∫
[dx]3[dk⊥]3 δ(x− x3)|ψ({xi}, {k⊥,i})|2MT ,

(2.89)
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where [65, 112]

M =
(m + x3M0)

2 − ~k2
⊥,3

(m + x3M0)2 + k2
⊥,3

, (2.90)

MT =
(m + x3M0)

2

(m + x3M0)2 + k2
⊥,3

, (2.91)

and the expectation values on the normalized nucleon momentum wavefunction
of the contribution coming from Melosh rotations satisfy

2〈MT 〉 = 〈M〉+ 1. (2.92)

Therefore the following relations hold

hu
1(x) =

1

2
gu
1 (x) +

1

3
fu

1 (x), hd
1(x) =

1

2
gd
1(x)− 1

6
fd

1 (x), (2.93)

which are compatible with the Soffer inequality [113]:

|hq
1(x)| ≤ 1

2
[f q

1 (x) + gq
1(x)]. (2.94)

In the nonrelativistic limit, corresponding to k⊥ = 0, i.e. MT = M = 1,
one obtains hu

1 = gu
1 = 2

3
fu

1 and hd
1 = gd

1 = −1
3
fd

1 as expected from general
principles [106].

Numerical Results for the Parton Distribution Functions in the LC
CQM

As an application of the general formalism reviewed in the previous section we
consider the valence-quark contribution to the parton distributions starting
from an instant-form SU(6) symmetric wave function of the proton, Eqs. (C.3)
and (C.4), derived in the relativistic quark model of Ref. [63]. In particular,
we use the Lorentzian shape wavefunction of Ref. [63] with parameters fitted
to the magnetic moments of the proton and the neutron and the axial-vector
coupling constant gA and giving also a good agreement with the experimental
nucleon electro-weak form factors in a large Q2 range.

The distributions in Eqs. (2.87), (2.88) and (2.89) are defined at the hadronic
scale Q2

0 of the model. In order to make predictions for experiments, a com-
plete knowledge of the evolution up to NLO is indispensable. According to
Ref. [114] we assume that twist-two matrix elements calculated at some low
scale in a quark model can be used in conjunction with QCD perturbation the-
ory. Starting from a scale where the long-range (confining) part of the inter-
action is dominant, we generate the perturbative contribution by evolution at
higher scale. In the case of transversity the DGLAP Q2 evolution equation [21]
is simple. In fact, being chirally odd, the quark transversity distributions do
not mix with the gluon distribution and therefore the evolution is of the non-
singlet type. The LO anomalous dimensions were first calculated in Ref. [115]
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2. Light-Cone Wave Functions in the valence sector

but promptly forgotten. They were recalculated by Artru and Mekhfi [116].
The one-loop coefficient functions for Drell-Yan processes are known in differ-
ent renormalization schemes [123, 124, 125]. The NLO (two-loop) anomalous
dimensions were also calculated in the Feynman gauge in Refs. [126, 127] and
in the light-cone gauge [128]. The two-loop splitting functions for the evolution
of the transversity distribution were calculated in Ref. [128]. The LO DGLAP
Q2 evolution equation for the transversity distribution h1(x) was derived in
Ref. [116] and its numerical analysis is discussed in Refs. [129, 130].

A numerical solution of the DGLAP equation for the transversity distri-
bution h1(x) was given at LO and NLO in Refs. [131, 132]. In Ref. [131]
the DGLAP integrodifferential equation is solved in the variable Q2 with the
Euler method replacing the Simpson method previously used in the cases of
unpolarized [133] and longitudinally polarized [134] structure functions.

In the present analysis the FORTRAN code of Ref. [131] has been applied
within the MS renormalization scheme and the input distributions calculated
at the hadronic scale according to the LC CQM were evolved up to NLO. The
model scale Q2

0 = 0.079 GeV2 was determined by matching the value of the
momentum fraction carried by the valence quarks, as computed in the model,
with that obtained by evolving backward the value experimentally determined
at large Q2. The strong coupling αs(Q

2) entering the code at NLO is computed
by solving the NLO transcendental equation numerically,

ln
Q2

Λ2
NLO

− 4 π

β0 αs

+
β1

β2
0

ln

[
4 π

β0 αs

+
β1

β2
0

]
= 0 , (2.95)

as obtained from the renormalization group analysis [135]. It differs from the
more familiar expression used in Ref. [131],

αs(Q
2)

4π
=

1

β0 ln(Q2/Λ2
NLO)

(
1− β1

β2
0

ln ln(Q2/Λ2
NLO)

ln(Q2/Λ2
NLO)

)
, (2.96)

valid only in the limit Q2 À Λ2
NLO, where ΛNLO is the so-called QCD scale

parameter.

Together with the input distributions at the hadronic scale the non-singlet
(valence) contribution of the three parton distributions is shown in Figs. 2.9
to 2.11 at LO and NLO at different scales of Q2. In the case of the unpolar-
ized and polarized distributions, Figs. 2.9 and 2.10 respectively, the result of
evolution of the total distributions is also presented. Quite generally, the Q2

dependence of the evolution is weak within a given order, while small effects
are introduced when going from LO to NLO, as exemplified by the dot-dashed
curves at Q2 = 5 GeV2 in Figs. 2.9 to 2.11. Thus, convergence of the pertur-
bative expansion is very fast and one can safely limit himself to LO.

The size of the d-quark distributions is always smaller than that of the u-
quark distribution, particularly in the case of transversity, confirming results
obtained with other models (see, e.g., [109]).
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2.2. Parton Distribution Functions

Taking into account that the model at the hadronic scale only considers
valence quarks and the sea is only generated perturbatively, the overall behav-
ior of f1(x) is in reasonable agreement with available parameterizations [136].
One may notice the faster fall-off of the tail of fu

1 (x) at large x in our model
with respect to the parametrization [136]. As for g1(x), the missing sea and
gluon contributions are crucial to compare our model results with the available
parameterizations [137]. However, comparison of h1(x) and g1(x) is legitimate
because h1(x) is determined by valence contributions, as it is g1(x) in our
model. As can be see in Figs. 2.10 and 2.11 they are rather different not
only after evolution, but especially at the hadronic scale of the model. This
contrasts with the popular guess h1(x) ≈ g1(x) motivated on the basis of the
non-relativistic quark model.

In any case the Soffer inequality (2.94) at each order is always satisfied
by the three quark distributions calculated with the LCWFs of the CQM (see
Fig. 2.12). In contrast, saturation of the Soffer bound, i.e. assuming

|hq
1(x)| = 1

2
[f q

1 (x) + gq
1(x)] , (2.97)

is neither reached at the hadronic scale of the model nor is it a conserved
property during evolution. In fact, starting at the hadronic scale with the
transversity distribution given by Eq. (2.97), the result of LO and NLO evolu-
tion diverges from that obtained when calculating the transversity according to
Eq. (2.97) after separate evolution of f1 and g1. Since the two sides of Eq. (2.97)
give different results under evolution, in model calculations the choice of the
initial hadronic scale is crucial. This fact should put some caution about the
possibility of making predictions with the transversity distribution guessed
from f1 and g1 as, e.g., in the case of the double transverse-spin asymmetry in
DY processes (see Refs. [110, 111] and Fig. 2.18 below).

A similar situation occurs when the transversity distribution is derived
from f1 and g1 according to the relations (2.93), with the difference that these
relations are exact at the hadronic scale when only valence quarks are involved.

To conclude this subsection we point out that recently Anselmino and
collaborators [117] performed the first phenomenological analysis of available
data for the transversity distributions for up and down quarks showing that
they have opposite sign and a smaller size than their positivity bounds, see
Fig. (2.13). In [117] the authors analyzed the experimental data on semi-
inclusive DIS coming from Hermes (DESY) and Compass (CERN) collabo-
rations combined togheter with the data on fragmentation functions (FFs)
coming from Belle (KEK). In this way they were able to extract for the first

time in literature a parametrization for h
u/d
1 (x), even if with some crude as-

sumptions, e.g. the mix of PDFs and FFs at different energy scale and/or the
factorization among the x and k⊥ dependencies.

Our model predictions obtained using the model of Ref. [62] are in really
good agreement with the phenomenological analysis of Ref. [117] how it can
be seen from Fig. (2.14), where different model calculations are compared with
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2. Light-Cone Wave Functions in the valence sector

the parametrization, and from Fig. (2.15) where we show the comparison of
our calculations with the brand-new refined analysis of Anselmino and collab-
orators [122].

Double-Transverse Spin Asymetry, ATT

As we have stated before the most direct experimental way to access the poorly
known transversity distribution is the Drell-Yan lepton pair production. In-
deed, in such an experiment one can measure the double transverse-spin asym-
metry ATT defined as,

ATT =
dσ↑↑ − dσ↑↓

dσ↑↑ + dσ↑↓
, (2.98)

which (see Eq. (2.99)) involves the product of two transversity distributions.
In the definition the arrows denote the transverse directions along which the
two colliding hadrons are polarized,

At LO, i.e. considering only the quark-antiquark annihilation graph, the
double transverse-spin asymmetry for the process p↑p↑ → `+`−X mediated by
a virtual photon is given by

App
TT = aTT

∑
q

e2
q

[
hq

1(x1, Q
2)hq̄

1(x2, Q
2) + (1 ↔ 2)

]

∑
q

e2
q

[
f q

1 (x1, Q
2)f q̄

1 (x2, Q
2) + (1 ↔ 2)

] , (2.99)

where eq is the quark charge, Q2 the invariant mass square of the lepton pair
(dimuon), and x1x2 = Q2/s where s is the Mandelstam variable. The quantity
aTT is the spin asymmetry of the QED elementary process qq̄ → `+`−, i.e.

aTT (θ, φ) =
sin2 θ

1 + cos2 θ
cos(2φ), (2.100)

with θ being the production angle in the rest frame of the lepton pair and φ
the angle between the dilepton direction and the plane defined by the collision
and polarization axes.

After the first simple encouraging estimates [105], some phenomenological
studies of DY dimuon production at RHIC have been presented [123, 124, 140,
141, 130, 142, 139] indicating that accessing transversity is very difficult under
the kinematic conditions of the proposed experiments with pp collisions [107].
The main reason is that App

TT in Eq. (2.99) involves the product of quark and
antiquark transversity distributions. The latter are small in a proton, even if
they were as large as to saturate the Soffer inequality; moreover, the QCD
evolution of transversity is such that, in the kinematical regions of RHIC
data, h1(x,Q2) is much smaller than the corresponding values of g1(x,Q2)
and f1(x,Q2). This makes the measurable App

TT at RHIC very small, no more
than a few percents [130, 142, 139].
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2.2. Parton Distribution Functions

A more favorable situation is expected by using an antiproton beam instead
of a proton beam [108, 109, 110, 111, 64, 143]. In pp̄ DY the LO asymmetry
App̄

TT is proportional to a product of quark transversity distributions from the
proton and antiquark distributions from the antiproton which are connected
by charge conjugation, e.g.

h
u/p
1 (x) = h

ū/p̄
1 (x). (2.101)

Therefore one obtains

App̄
TT = aTT

∑
q

e2
q

[
hq

1(x1, Q
2)hq

1(x2, Q
2) + hq̄

1(x1, Q
2)hq̄

1(x2, Q
2)

]

∑
q

e2
q

[
f q

1 (x1, Q
2)f q

1 (x2, Q
2) + f q̄

1 (x1, Q
2)f q̄

1 (x2, Q
2))

] , (2.102)

so that in this case the asymmetry is only due to valence quark distributions.
Quantitative estimates of App̄

TT for the kinematics of the proposed PAX
experiment at GSI [108] were presented in Refs. [109, 110, 111]. On the basis of
predictions from the chiral quark-soliton model [109], the LO DY asymmetries
turn out to be large, of the order of 50%, increasing with Q2 and almost
entirely due to u-quarks. In contrast, they are in the range 20–40% in a
phenomenological analysis [110, 111] where App̄

TT is appropriately evolved at
NLO starting from two extreme possibilities at some typical low scale µ0 ≤ 1
GeV. One assumption was h1(x) = g1(x), as in the nonrelativistic case. The
second ansatz for the transversity was the saturation of Soffer’s inequality
according to Eq. (2.97). The two possibilities have been considered to give
a lower and upper bound for the transversity and, consequently, for the App̄

TT

asymmetry.
NLO effects hardly modify the asymmetry since the K factors of the

transversely polarized and unpolarized cross sections are similar to each other
and therefore almost cancel out in the ratio [144]. In addition, NLO effects
are rather small on the quark distributions obtained as can be observed in
Figs. 2.9–2.11. Therefore, we limit our analysis of the double-spin asymmetry
to LO.

Using the unpolarized quark and transversity distributions derived in our
LC CQM, results for s = 45 GeV2 and different values of Q2 are plotted in
Fig. 2.16 in terms of the rapidity

y =
1

2
ln

x1

x2

. (2.103)

An asymmetry of about 30% (comparable with Refs. [110, 111]) is obtained,
with a Q2 dependence in agreement with Ref. [109].

This result confirms the possibility of measuring the double transverse-spin
asymmetry under conditions that will be probed by the proposed PAX experi-
ment. In such conditions, assuming the LO expression (2.102) for the observed
asymmetry one could gain direct information on the transversity distribution
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2. Light-Cone Wave Functions in the valence sector

following previous analysis [109, 110, 111], where the quark densities f q,q̄
1 (x,Q2)

are taken from the GRV98 parametrizations [136]. The resulting transversity
distributions could be compared with model predictions.

According to this strategy, with our model the antiquark distributions
hq̄

1(x,Q2) are identically vanishing and hq
1(x,Q2) contains only valence quark

contributions. Assuming a negligible sea-quark contribution the corresponding
asymmetry would thus give direct access to hq

1(x,Q2) and would look like that
shown in Fig. 2.17. The results indicate a strong Q2 dependence suggesting
moderate values of Q2, e.g. Q2 = 5 to 10 GeV2, in order to have an appreciable
asymmetry of about 10–20% at the proposed PAX experiment at GSI [108]. It
is remarkable that, contrary to the result of Ref. [109], in our model Q2 evolu-
tion produces a decreasing LO asymmetry with increasing Q2 as a consequence
of the opposite Q2 dependence of the theoretical h1 and the phenomenological
f1. In fact, in the range of x-values explored by the chosen kinematic condi-
tions (x ≥ 0.3) h1 with its valence quark contribution has a larger fall-off with
Q2 than the GRV98 f1 as shown in Fig. 2.9. Furthermore, one may notice that
with this LC CQM a much lower asymmetry is predicted than with the chiral
quark-soliton model [109] and even lower than the phenomenological analysis
of Refs. [110, 111].

In general, one can anticipate upper and lower limits for the theoretical
asymmetry depending on the upper and lower bounds that the transversity
has to satisfy. The saturated Soffer bound (2.97), i.e. h1 = 1

2
(g1 + f1), rep-

resents the upper bound of h1 at any scale. The lower bound is given by the
nonrelativistic approximation h1 = g1. At the hadronic scale the transver-
sity calculated with any LCWFs including valence quarks only should have
intermediate values satisfying the conditions in Eq. (2.93). Under evolution
Eq. (2.93) does no longer hold, but still the evolved transversity has to lie in
between the correspondingly evolved upper and lower bounds. Assuming the
LCWFs of our model, the same asymmetry shown in Fig. 2.17 at Q2 = 5 GeV2

is compared in Fig. 2.18 with the asymmetry calculated when the transversity
is evolved starting from an input at the hadronic scale either given by the
saturated Soffer bound h1 = 1

2
(g1 + f1) (dashed curve) or assuming the non-

relativistic approximation h1 = g1 (dotted curve), with f1 and g1 calculated in
this LC CQM model. The difference between the dotted and solid curves gives
an estimate of the relativistic effects in the calculation of h1. On the other
side, the model calculation with an input h1 satisfying Eq. (2.93) leads to an
asymmetry much lower than in the case of the saturated Soffer bound.
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Figure 2.9: Evolution of the parton distribution for the u (left panel) and
d (right panel) quark. In the lower panels starting from the hadronic scale
Q2

0 = 0.079 GeV2 (upper curve), LO non-singlet distributions are shown at
different scales (Q2 = 5 GeV2, solid lines; Q2 = 9 GeV2, dashed lines; Q2 = 16
GeV2, dotted lines) together with NLO distributions at Q2 = 5 GeV2 (dot-
dashed lines). LO and NLO total distributions are shown in the upper panels
with the same line convention. The parametrization of Ref. [136] NLO evolved
at 5 GeV2 is also shown by small stars.
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Figure 2.10: The same as in Fig. 2.9, but for the helicity distribution.
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Figure 2.11: Evolution of the transversity distribution for the u (left panel)
and d (right panel) quark. Starting from the hadronic scale Q2

0 = 0.079 GeV2

(upper curve), LO non-singlet distributions are shown at different scales (Q2 =
5 GeV2, solid lines; Q2 = 9 GeV2, dashed lines; Q2 = 16 GeV2, dotted lines)
together with NLO distributions at Q2 = 5 GeV2 (dot-dashed lines).
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Figure 2.12: The transversity distribution obtained with the LCWFs of the
present model (thin lines) compared with the Soffer bound, Eq. (2.97), (thick
lines) for the u (left panel) and d (right panel) quark . Solid lines for the
results at the hadronic scale Q2

0 = 0.079 GeV2, the dashed lines obtained by
NLO evolution at Q2 = 9 GeV2, respectively.
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2.2. Parton Distribution Functions

Figure 2.13: The transversity distribution functions for u and d quarks as
determined through the global best fit of Ref. [117]. In the left panels,
xhu

1(x) = x∆T u(x) (upper plot) and xhd
1(x) = x∆T d(x) (lower plot), are

shown as functions of x at Q2 = 2.4 GeV2. The Soffer bound is also shown for
comparison (bold blue line). In the right panels the unintegrated transversity
distributions are presented, x∆T u(x,k⊥) (upper plot) and x∆T d(x,k⊥) (lower
plot), as functions of k⊥ at a fixed value of x = 0.1. The shaded area in the
plot quantifies the uncertainties in the determination of the free parameters.
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2. Light-Cone Wave Functions in the valence sector

Figure 2.14: The transversity distribution functions for u and d quarks from dif-
ferent model calculations in comparison with the data fit of Ref. [117]. Shaded
area [117], red curve: our model calculation obtained with the relativistic hy-
percentral quark model of Ref. [62], green curve [118], violet curve [119], blue
curve [120] and orange curve [121].
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Figure 2.15: Comparison of the transversity distribution functions for u and d
quarks between our model calculations and the global best fit of Ref. [122], with
shaded area [117] representing the uncertainties in the free parameters. Red
curve: our model calculation obtained with the relativistic hypercentral quark
model of Ref. [62]; blue curve: our model calculation with the momentum part
of the WF described by the model of Ref. [63].
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Figure 2.16: The double transverse-spin asymmetry App̄
TT /aTT calculated with

the parton distributions of the present model as a function of the rapidity y at
different scales: Q2 = 5 GeV2, solid line; Q2 = 9 GeV2, dashed line; Q2 = 16
GeV2, dotted line.
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Figure 2.17: The same as in Fig. 2.16 but assuming the GRV98 [136] quark
density.
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Figure 2.18: The double transverse-spin asymmetry App̄
TT /aTT as a function of

the rapidity y at Q2 = 5 GeV2 and s = 45 GeV2. Solid curve: calculation with
h1 obtained with the LCWFs of our LC CQM. Dashed curve: calculation with
an input h1 = 1

2
(g1 + f1). Dotted curve: calculation with an input h1 = g1.
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Chapter 3
Light-Cone Wave Functions and
Meson-Cloud Model

3.1 Meson Cloud Model

With the advent of high precision data on DIS, understanding of the non-
perturbative flavour and spin structure of the nucleon is becoming one of the
pressing issues where the interests of particle and nuclear physics converge. At
large Q2 the perturbative QCD evolution is flavour independent and, to LO
in log Q2, generates equal number of ū and d̄ sea quarks. For this reason, the
deviation of the Gottfried Sum Rule from its classical value [145]

SG =

∫ 1

0

[F p
2 (x)− F n

2 (x)]
dx

x
=

1

3
(3.1)

observed by the New Muon Collaboration (NMC) at CERN [146, 147] has
created a large interest on the possible sources of the violation. In the NMC
experiment the neutron structure function which enters the sum rule is deduced
from deep inelastic scattering off deuterium. It could be biased by nuclear
two-body effects which were ignored in the NMC analysis. While shadowing
effects [148, 149, 150, 151] cause the real value of the Gottfried Sum Rule
to be even smaller than the value given by NMC, the anti-shadowing effect,
due to the presence of virtual mesons which bound the deuteron, tends to
restore the classical value [152, 151]. This can be understood as consequence
of an internal asymmetry d̄ > ū of the quarks in the proton (the opposite
asymmetry is expected for the neutron if the proton-neutron charge symmetry
holds). The asymmetry has then been confirmed by the NA51 collaboration
group at CERN [153], by the E866 [154] collaboration at Fermilab and by the
Hermes collaboration at HERA [155].

Non-perturbative effects must play an important role here. The effect of the
asymmetry has been predicted by Thomas in a pioneering paper in 1983 [156]
in the framework of the so-called Cloudy Bag Model and then, after the data
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3. Light-Cone Wave Functions and Meson-Cloud Model

advent, other model calculations [157, 158], in which the physical nucleon
contains an admixture of the πN and π∆ components in the Fock expansion,
predicted effect of the asymmetry in agreement with that one deduced from
the NA51 experiment.

The Gottfried Sum Rule [145] (GSR) addresses the value of the integral
over x of the difference of the F2(x) structure function of the proton (p) and
neutron (n). It is written∗ as

∫ 1

0

[F p
2 (x)− F n

2 (x)]
dx

x
=

∫ 1

0

4

9

[
uv

p(x)− uv
n(x)

]
+

1

9

[
dv

p(x)− dv
n(x)

]

+ 2

{
4

9
[up(x)− un(x)]− 1

9

[
dp(x)− dn(x)

]}
dx,

(3.2)

where uv
p(x) ≡ up(x) − up(x), etc. Baryon number conservation reduces the

expression further to

SG =
1

3
+

∫ 1

0

8

9
[up(x)− un(x)]− 2

9

[
dp(x)− dn(x)

]
dx. (3.3)

As seen from Eq. (3.3) the valence quarks do not influence the GSR violation
although they are of crucial importance for the GSR integrand. Assuming
further charge symmetry for the nucleon sea , i.e., up(x) = dn(x), etc. and
making the standard assumption (SU(2) flavour symmetry of the sea) that
up(x) = dp(x), one finds the classical value of 1/3. The NMC experiment [146]
of the relevant structure functions, over the interval 0.004 ≤ x ≤ 0.8, yielded
when extrapolated to 0 ≤ x ≤ 1,

∫ 1

0

[F p
2 (x)− F n

2 (n)]
dx

x
= 0.24± 0.016 , (3.4)

at Q2 = 5 GeV2. It should be noted that QCD corrections do not play any
role here. While the leading order corrections to the GSR cancel, the higher
order corrections are negligibly small.

In the most general case not only the so-called SU(2)Q [159] charge-symmetry
is violated but also the isospin symmetry between proton and neutron SU(2)I .
It has been argued in Ref. [160] that both the effects of asymmetric SU(2)
sea and the proton-neutron isospin symmetry breaking will be very difficult
to disentangle as they may, in general, lead to very much the same behaviour
both in deep inelastic scattering and Drell-Yan processes. Anyway, a careful
analysis [159] based on the σ-term suggests rather that the charge asymmetry
should be greater than the isospin one.

∗The structure functions F2(x) and the quark distribution functions q(x) are, of course,
functions of Q2. However, the Q2 dependence is suppressed to keep the expressions from
being too cumbersome.
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Since the standard DGLAP [21] evolution equations generate equal num-
ber of uu and dd pairs, one does not expect strong scale dependence of the
GSR. The two-loop evolution gives a rather negligible effect [161]. The Pauli
exclusion principle leads to some interference phenomena which produces only
a small asymmetry [161].

The answer likely lies with more complicated non-perturbative physics. The
presence of the pion-cloud in the nucleon gives a natural explanation of the
excess of d over u. It has been extensively analyzed in a series of papers [162,
163, 164, 165, 166, 167, 168] with the result for the GSR being dependent on
the details of the model, especially on vertex form factors. Restricting the form
factors by fitting to the cross sections for high-energy production of neutrons
and ∆++ yields the GSR [167, 157] in rough agreement with that obtained by
NMC [146, 147].

At present one has to rely on phenomenological models consistent with
our knowledge in other branches of hadronic physics. The meson-cloud model
(MCM) seems to satisfy this criterion.

The explanation of the d̄− ū asymmetry has probably been the first great
success of the meson-cloud model, namely of those model where the nucleon is
described as a bare nucleon surrounded by a mesonic cloud.

Nevertheless, this is not the only great achievements of such a kind of
models. Indeed, for instance even in the late 80’s another intriguing result,
involving the spin structure of the proton, was found by the EMC collabora-
tion and MCM contributed to its explanation. Their measured value of the
Ellis-Jaffe Sum Rule [173] caused great excitement. After a smooth Regge
extrapolation of the data they found

Sp
EJ =

∫ 1

0

gp
1(x)dx = 0.126± 0.010(stat)± 0.015(syst). (3.5)

This value is more then two standard deviations away from the original Ellis-
Jaffe prediction (Sp

EJ = 0.19) [174] based on the assumption of vanishing po-
larized strange sea. Newer experiments of the SMC [175] and SLAC [176]
collaborations give a somewhat larger value for Sp

EJ . The polarized deep in-
elastic scattering experiments at CERN have shown that, when supplemented
with some information from semileptonic decays, only a small fraction of the
proton spin is carried by valence quarks. These result gave rise to what later
has been called “spin crisis”, because the integral of the longitudinally polar-
ized distribution function, gp

1, is directly related to the nucleon spin; and a
such a small value was completely unexpected. Indeed, it means that just
about the 15% of the nucleon spin is carried by quarks. Few years later this
breakthrough, simple estimates within the one-pion-exchange seemed to indi-
cate that the meson-cloud effects could contribute to solve the crisis. More
recently, the authors of Ref. [177] guessed that the proton spin problem could
be solved (at least partially) by the orbital angular momentum carried by the
qq̄ pairs of the meson-cloud surrounding the bare proton. Others example of
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the importance of the MCM in the description of phenomenology come from
electro-magnetic form factors [178, 179, 180, 66] and charge densities [181].
The neutron electric charge form factor Gn

E(Q2) presents a pronounced bump
structure (and a dip in the other nucleon form factors) around Q2 = 0.2− 0.3
GeV2 [178], which can be interpreted as a signature of a very long-range con-
tribution of the pion-cloud extending out of 2 fm. The analysis of Ref. [181]
showed that, as expected, the neutron charge density extracted from data has
a positive core surrounded by a negative surface charge, peaking at just below
1 fm, which can be attributed to a negative pion-cloud.

For the sake of completeness, it must be said, however, that from dispersion
relations analysis [182] the pion-cloud should peak much more inside the nu-
cleon, at ∼ 0.3 fm., and the desired bump-dip structure of Ref. [178] can only
be achieved at the cost of low-mass poles close to the ω mass in the iso-scalar
channel and to the three-pion threshold in the iso-vector channel [183]. In
addition, while confirming the long range positively (negatively) charged com-
ponent of the proton (neutron) charge density, a recent model-independent
analysis [184] and a meson-cloud model calculation ([66]a) of the IMF charge
density of partons in the transverse plane suggested that the neutron parton
charge density is negative at the center.
All the results reported above suggested that a description of the proton, and
more generally, of the nucleon in terms of its valence quarks component only,
even if in many cases satisfactory and predictive, can not surely be considered
exhaustive.
In the next section following Ref. [185] we extend the LCWF formalism to
include the Fock state component involving five partons, i.e. a cluster of three
quarks a qq̄ pair; and then we apply this formalism to the calculation of the so-
called nucleon to pion Transition Distribution Amplitudes recently introduced
in literature.

3.2 Light-Cone Wave Function in the Meson

Cloud Model

The problem of considering the meson-cloud surrounding a system of three va-
lence quarks has been addressed already in the past in a variety of papers (see,
e.g., [186, 187, 188, 189, 190, 191, 192, 193, 194] and references therein). Along
the lines originally proposed in Refs. [195, 196, 197] and developed in [187],
here a baryon-meson Fock-state expansion is used to construct the state |Ñ〉 of
the physical nucleon. In the one-meson approximation the state |Ñ〉 is pictured
as being part of the time a bare nucleon, |N〉, and part of the time a baryon-
meson system, |BM〉. The bare nucleon is formed by three valence quarks
identified as constituent quarks according to the ideas discussed in [200]. The
model was originally revisited in Ref. [185] to study generalized parton distri-
butions where the meson-cloud gives an essential contribution in the so-called
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ERBL region.
The state, with four-momentum pµ

N = (p−N , p+
N ,pN⊥) ≡ (p−N , p̃N) and helic-

ity λ, is an eigenstate of the light-cone Hamiltonian

HLC =
∑
B,M

[
HB

0 (q) + HM
0 (q) + HI(N, BM)

]
, (3.6)

i.e.

HLC |p̃N , λ; Ñ〉 =
p2

N⊥ + M2
N

p+
N

|p̃N , λ; Ñ〉. (3.7)

Here HB
0 (q) stands for the effective-QCD Hamiltonian which governs the co-

nstituent-quark dynamics, and leads to the confinement of three quarks in a
baryon state; analogously, HM

0 (q) describes the quark interaction in a meson
state. Thus we assume that the three- and two-quark states with the quantum
numbers of a baryon and a meson are the eigenstates of HB

0 (q) and HM
0 (q),

e.g.

HB
0 |p̃B, λ; B〉 =

p2
B⊥ + M2

B

p+
B

|p̃B, λ; B〉, (3.8)

HM
0 |p̃M , λ; M〉 =

p2
M⊥ + M2

M

p+
M

|p̃M , λ; M〉. (3.9)

In Eq. (3.6), HI(N, BM) is the nucleon-baryon-meson interaction, and the
sum is over all the possible baryon and meson configurations in which the
nucleon can virtually fluctuate. Using perturbation theory, we can expand
the nucleon wavefunction in terms of the eigenstates of the bare Hamiltonian
H0 ≡ HB

0 (q) + HM
0 (q), i.e.

|p̃N , λ; Ñ〉 =
√

Z

(
|p̃N , λ; N〉+

∑
n1

′ |n1〉〈n1|HI |p̃N , λ; N〉
EN − En1 + iε

+
∑
n1,n2

′ |n2〉〈n2|HI |n1〉〈n1|HI |p̃N , λ; N〉
(EN − En2 + iε)(EN − En1 + iε)

+ · · ·
)

, (3.10)

where
∑′ indicates the summation over BM intermediate states, and Z is the

wavefunction renormalization constant. In the one-meson approximation, we
truncate the series expansion of Eq. (3.10) to the first order in HI , and as a
result we obtain

|p̃N , λ; Ñ〉 =
√

Z|p̃N , λ; N〉+
∑
B,M

|p̃N , λ; N(BM)〉

=
√

Z|p̃N , λ; N〉+
∑
B,M

∫
dp+

Bd2pB⊥
2(2π)3p+

B

∫
dp+

Md2pM⊥
2(2π)3p+

M

×
∑

λ′,λ′′

〈B(p̃B, λ′)M(p̃M , λ′′)|HI |N(p̃N , λ)〉
EN − EB − EM

|p̃B, λ′; B〉 |p̃M , λ′′; M〉.

(3.11)
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In Eq. (3.11), the normalization factor
√

Z only affects the bare core |N〉, and
not the meson-baryon component. As discussed in details in Refs. [198, 199],
this prescription is consistent with assuming that the nucleon-baryon-meson
coupling constant in HI is taken equal to the renormalized value gNBM , related
to lowest order to the bare coupling g0

NBM via gNBM =
√

Zg0
NBM .

Finally, the hadron states in Eq. (3.11) are normalized as

〈p′+,p′⊥, λ′; H|p+,p⊥λ; H〉 = 2(2π)3p+δ(p′+ − p+)δ(2)(p′⊥ − p⊥)δλλ′ . (3.12)

The nucleon wavefunction

In this subsection starting from Eq. (3.11) we report the derivation of the
explicit general expression of the nucleon wavefunction on the basis of bare-
nucleon and baryon-meson Fock states.

We first evaluate the energy denominator in Eq. (3.11) using the following
expression for the energy of the particles in terms of light-front variables

E =
1√
2

(
p+ +

p2
⊥ + M2

p+

)
. (3.13)

If we write the momenta of the baryon, p̃B, and the meson, p̃M , in terms of
the intrinsic (nucleon rest-frame) variables, i.e.

p+
B = yp+

N , p+
M = (1− y)p+

N ,
pB⊥ = k⊥ + y pN⊥, pM⊥ = −k⊥ + (1− y)pN⊥,

(3.14)

we have

(EN − EB − EM) =
1√
2p+

N

(
M2

N −
M2

B + k2
⊥

y
− M2

M + k2
⊥

1− y

)

≡ 1√
2p+

N

(
M2

N −M2
BM(y,k⊥)

)
, (3.15)

where

M2
BM(y,k⊥) ≡ M2

B + k2
⊥

y
+

M2
M + k2

⊥
1− y

, (3.16)

is the invariant mass of the baryon-meson fluctuation.
Furthermore, the transition amplitude 〈B(p̃B, λ′)M(p̃M , λ′′)|HI |N(p̃N , λ)〉

in Eq. (3.11) can be rewritten as

〈B(p̃B, λ′)M(p̃M , λ′′)|HI |N(p̃N , λ)〉 =

= (2π)3δ(p+
B + p+

M − p+
N) δ(2)(pB⊥ + pM⊥ − pN⊥)V λ

λ′,λ′′(N, BM),

(3.17)

where the vertex function V λ
λ′,λ′′(N, BM) has the following general expression

V λ
λ′,λ′′(N, BM) = ūNα(p̃N , λ)vαβγχβ(p̃M , λ′′)ψγ(p̃B, λ′). (3.18)
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3.2. Light-Cone Wave Function in the Meson Cloud Model

Here uN is the nucleon spinor, χ and ψ are the field operators of the interme-
diate meson and baryon, respectively, and α, β, γ are bi-spinor and/or vector
indices depending on the representation used for particles of given type.

Using the results of Eqs. (3.15) and (3.17), we find

|p̃N , λ; Ñ〉 =
√

Z|p̃N , λ; N〉+
∑
B,M

∫
dyd2k⊥
2(2π)3

1√
y(1− y)

∑

λ′,λ′′
φ

λ (N,BM)
λ′λ′′ (y,k⊥)

× |yp+
N ,k⊥ + ypN⊥, λ′; B〉 |(1− y)p+

N ,−k⊥ + (1− y)pN⊥, λ′′; M〉,
(3.19)

where we introduced the function φ
λ (N,BM)
λ′λ′′ (y,k⊥) to define the probability

amplitude for a nucleon with helicity λ to fluctuate into a virtual BM sys-
tem with the baryon having helicity λ′, longitudinal momentum fraction y
and transverse momentum k⊥, and the meson having helicity λ′′, longitudinal
momentum fraction 1− y and transverse momentum −k⊥, i.e.

φ
λ (N,BM)
λ′λ′′ (y,k⊥) =

1√
y(1− y)

V λ
λ′,λ′′(N, BM)

M2
N −M2

BM(y,k⊥)
. (3.20)

We note that Eq. (3.19) is equivalent to the expression of the nucleon wavefunc-
tion obtained in the framework of “old-fashioned” time-ordered perturbation
theory in the IMF (see Ref. [201]).

By imposing the normalization of the nucleon state as in Eq. (3.12), from
Eq. (3.19) we obtain the following condition on the normalization factor Z

1 = Z + PBM/N , (3.21)

with

PBM/N =
∑
B,M

∫
dyd2k⊥
2(2π)3

1

y(1− y)

∑

λ′,λ′′

|V 1/2
λ′,λ′′(N, BM)|2

[M2
N −M2

BM(y,k⊥)]2
. (3.22)

Here PBM/N is the probability of fluctuation of the nucleon in a baryon-meson
state, and, accordingly, Z gives the probability to find the bare nucleon in the
physical nucleon.

Partonic content of the nucleon wavefunction

We consider the component of the meson-baryon Fock state in Eq. (3.19).
The light-front state of the baryon is given by

|p̃B, λ′; B〉 =
∑

τi,λi

∫ [
dx√

x

]

3

[d2k⊥]3Ψ
B, [f ]
λ′ ({xi,k⊥i; λi, τi}i=1,2,3)

×
3∏

i=1

∣∣xip
+
B, pi⊥, λi, τi; q

〉
, (3.23)
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where now the intrinsic variables of the quarks xi and k+
i refer to the baryon

rest frame, i.e. xi = p+
i /p+

B and pi⊥ = ki⊥ + xipB⊥ (i = 1, 2, 3).

An analogous expression holds for the light-front state of the meson, i.e.

|p̃M , λ′′; M〉 =
∑

τi,λi

∫
dx4dx5√

x4x5

dk4⊥dk5⊥
16π3

δ(1− x4 − x5) δ(2)(k4⊥ + k5⊥)

×Ψ
M, [f ]
λ′′ ({xi,k⊥i; λi, τi}i=4,5)

5∏
i=4

∣∣xip
+
M , pi⊥, λi, τi; q

〉
,

(3.24)

with xi = p+
i /p+

M , pi⊥ = xipM⊥ + ki⊥ (i = 4, 5).

When we insert the expressions of the baryon and meson states in Eq. (3.19),
it is convenient to rewrite the kinematical variables of the partons as follows.

For i = 1, 2, 3:

xi =
p+

i

p+
B

=
p+

i

p+
N

p+
N

p+
B

=
ξi

y
,

pi⊥ = xipB⊥ + ki⊥ = xi (k⊥ + y pN⊥) + ki⊥
= ξipN⊥ + ki⊥ + xi k⊥ ≡ ξipN⊥ + k′i⊥,

where ξi = p+
i /p+

N is the fraction of the longitudinal momentum of the nu-
cleon carried by the quarks in the baryon, and k′i⊥ is the intrinsic transverse
momentum of the quarks with respect to the nucleon rest frame.

For i = 4, 5:

xi =
p+

i

p+
M

=
p+

i

p+
N

p+
N

p+
M

=
ξi

1− y
,

pi⊥ = xipM⊥ + ki⊥ = xi (−k⊥ + (1− y)pN⊥) + ki⊥
= ξipN⊥ + ki⊥ − xi k⊥ ≡ ξipN⊥ + k′i⊥,

with ξi = p+
i /p+

N and k′i⊥ the intrinsic variables of the quarks in the meson
with respect to the nucleon rest frame. Accordingly we transform the variables
of integration as follows.

For i = 1, 2, 3:

xi → ξi = y xi,

ki⊥ → k′i⊥ = ki⊥ + xi k⊥.

For i = 4, 5:

xi → ξi = (1− y) xi,

ki⊥ → k′i⊥ = ki⊥ − xi k⊥.
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3.2. Light-Cone Wave Function in the Meson Cloud Model

The meson-baryon component of the nucleon wavefunction in Eq. (3.19)
can then be written as

|p̃N , λ; N(BM)〉 =

∫
dy d2k⊥

∫ y

0

3∏
i=1

dξi√
ξi

∫ 1−y

0

5∏
i=4

dξi√
ξi

∫ ∏5
i=1 dk′i⊥

[2(2π)3]4

× δ

(
y −

3∑
i=1

ξi

)
δ(2)

(
k⊥ −

3∑
i=1

k′i⊥

)

× δ

(
1−

5∑
i=1

ξi

)
δ(2)

(
5∑

i=1

k′i⊥

)

×
∑

λ′,λ′′

∑

λi,τi

V λ
λ′,λ′′(N,BM)

M2
N −M2

BM(y,k⊥)
Ψ̃

B, [f ]
λ′ ({ξi,k

′
i⊥; λi, τi}i=1,2,3)

× Ψ̃
M, [f ]
λ′′ ({ξi,k

′
i⊥; λi, τi}i=4,5)

5∏
i=1

|ξip
+
N , k′i⊥ + ξipN⊥, λi, τi; q〉,

(3.25)

where the wavefunctions Ψ̃
B, [f ]
λ′ and Ψ̃

M, [f ]
λ′′ incorporate the Jacobian J of the

transformation xi → ξi, i.e.

Ψ̃
B, [f ]
λ′ ({ξi,k

′
i⊥; λi, τi}i=1,2,3) =

√
J (ξ1, ξ2, ξ3)Ψ̃

B, [f ]
λ′ ({xi,ki⊥; λi, τi}i=1,2,3)

=
1

y3/2
Ψ̃

B, [f ]
λ′ ({xi,ki⊥; λi, τi}i=1,2,3), (3.26)

Ψ̃
M, [f ]
λ′′ ({ξi,k

′
i⊥; λi, τi}i=4,5) =

√
J (ξ4, ξ5)Ψ̃

M, [f ]
λ′′ ({xi,ki⊥; λi, τi}i=4,5)

=
1

(1− y)
Ψ̃M, [f ]({xi,ki⊥; λi, τi}i=4,5). (3.27)

Finally, by introducing the following definition

Ψ̃
5q,[f ]
λ (y,k⊥; {ξi,k

′
i⊥; λi, τi}i=1,...,5) ≡

∑

λ′,λ′′

V λ
λ′,λ′′(N, BM)

M2
N −M2

BM(y,k⊥)

× Ψ̃
B, [f ]
λ′ ({ξi,k

′
i⊥, λi, τi}i=1,2,3)Ψ̃

M, [f ]
λ′′ ({ξi,k

′
i⊥, λi, τi}i=4,5),

(3.28)
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Eq. (3.25) can be simplified to the following expression:

|p̃N , λ; N(BM)〉 =

∫
dy d2k⊥

∫ y

0

3∏
i=1

dξi√
ξi

∫ 1−y

0

5∏
i=4

dξi√
ξi

∫
5

∏d
i=1 k′i⊥

[2(2π)3]4

× δ

(
y −

3∑
i=1

ξi

)
δ(2)

(
k⊥ −

3∑
i=1

k′i⊥

)

× δ

(
1−

5∑
i=1

ξi

)
δ(2)

(
5∑

i=1

k′i⊥

)

×
∑

λi,τi

Ψ̃
5q, [f ]
λ (y,k⊥; {ξi,k

′
i⊥; λi, τi}i=1,...,5)

×
5∏

i=1

|ξip
+
N , k′i⊥ + ξipN⊥, λi, τi; q〉, (3.29)

where Ψ̃
5q, [f ]
λ can be interpreted as the probability amplitude for finding in the

nucleon a configuration of five partons composed by two clusters of three and
two quarks, with total momentum (yp+

N ,pB⊥) and ((1 − y)p+
N ,pM⊥), respec-

tively.

3.3 Transition Distribution Amplitudes

In this section we apply the MCM in LCWF formalism to the study of the
nucleon to pion Transition Distribution Amplitudes.

It is well-known that in the last ten years through the factorization theo-
rems [202] it has been possible to give a reliable theoretical treatment of hard
exclusive processes that have been a challenge for QCD for long time. A huge
class of exclusive processes, involving some hard scale Q2, can now be treated
on a firm perturbative QCD basis thanks to the advent of the Generalized Par-
ton Distributions (GPDs) and Amplitudes (GDAs) [58, 203], in which one can
absorb all the non-perturbative soft physics†. Nevertheless, in spite of their
universality and flexibility the GPDs and GDAs do not exhaust the range of
all possible ingredients entering exclusive hadronic processes, indeed there are
some important processes to which they cannot be applied. Some formidable
examples of this lack are represented by the pp̄ annihilation, e.g. pp̄ → γγ,
the meson production channel pp̄ → γπ0 that will be intensively studied at
GSI-HESR antiproton program by the planned FAIR project [205], and by
the meson photo-production process, pγ → π0p, with forthcoming data from
JLAB.

†For a detailed discussion on the different regimes of factorization for the GDAs and the
TDAs cases see [204].
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3.3. Transition Distribution Amplitudes

With the purpose of describing this peculiar kind of events, where, between
the initial and the final state, takes place a transition from a baryon to a me-
son, we should introduce a new type of objects, the Transition Distribution
Amplitudes (TDAs). The TDAs are a new class of non-perturbative quan-
tities that extends the concept of GPDs. These observables, initially called
Skewed Distribution Amplitudes (SDAs), have been introduced for the first
time in [206], where the authors just guessed that these new mathematical
objects had to be taken into account in the study of the hard exclusive electro-
production of a meson. Only recently Pire and collaborators have shown in a
series of articles [207] that these new observables represent the ideal framework
through which it is possible to describe the backward pion electro-production,
e.g., ep → e′p′π0, as well as the meson production via a nucleon-antinucleon
Drell-Yan process, e.g., NN̄ → γ∗π, in the forward kinematics.
As can be deduced from Fig. (3.1) the nucleon to pion TDAs describe exactly
how a baryon can turn into a meson, namely the “transition” from a baryonic
to a mesonic state.

k1

l1

k3

DA

π(pπ)P (p1)

Mh

TDA

l3

P ′(p2)γ?(q)

Figure 3.1: Sketch of the process γ?p → p′π0, that involves the TDAs.

Besides the nucleon to pion TDAs, other TDAs can be defined. Given that
the initial and final state are different hadronic states, if those new hadronic
objects are defined through a quark-antiquark operator (meson to meson or
meson to photon transition), we call them mesonic transition distribution am-
plitudes (mTDAs), if they are defined through a three quark operator (baryon
to meson or baryon to photon transition), we call them baryonic transition dis-
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3. Light-Cone Wave Functions and Meson-Cloud Model

tribution amplitudes (bTDAs). Both appear in the description of hard exclu-
sive processes, where a highly off-shell photon provides a hard scale permitting,
on the one hand, to treat perturbatively the interaction between the photon
and the quarks off the target, on the other hand to advocate the factorisation
of the amplitude as a convolution of a hard amplitude Mh with the universal
TDAs describing the non-perturbative transition between two hadronic states
and DAs describing the formation of another hadron. Three examples are:
the process γ?γ → Aπ at small t, with A a meson, where there appear the
mesonic γ → π TDAs; the backward electro-production of a pion; and the
third is a crossed process p̄p → γ?π0. In those two last processes, there appear
the baryonic p → π0 TDAs that we will study in detail within the MCM of
Ref. [185].

The mTDAs possess an interpretation at the amplitude level and provide
with information on how a meson and a photon look “alike”. Rather, the
bTDAs provide information on how one can find a meson or a photon inside
a baryon. For this reason the study of bTDAs represents a crucial test for the
meson-cloud contribution to the structure of the nucleon

3.3.1 Mesonic Transition Distribution Amplitudes

The mTDAs are defined starting from the correlator‡

∫
dz−

2π
eixP+z−〈π(pπ)|ψ̄(−z/2)Γψ(z/2)|γ(pγ, ε)〉|z+=z⊥=0

(3.30)

where Γ is one of the Dirac structure: γµ,γµγ5 or σµν , and ε is the photon
polarization vector. Depending which structure one takes into account it is
possible to obtain four different mTDAs. Indeed,

γµ → 1

fπ

εµεP∆⊥V π(x, ξ, ∆2); Vectorial (3.31)

Γ : γµγ5 → 1

fπ

(ε ·∆)P µAπ(x, ξ, ∆2); Axial (3.32)

σµν → εµνρσPσ

[
ερT

π
1 (x, ξ, ∆2) (3.33)

− 1

fπ

(ε ·∆)∆⊥ρT
π
2 (x, ξ, ∆2)

]
. Tensorial (3.34)

As the GPDs the TDAs depend on three kinematical variables, the LC momen-
tum fraction x, the skewdness parameter ξ and the longitudinal momentum
square ∆2. The mesonic TDAs have many other features in common with
meson GPDs.

General arguments, such as Lorentz invariance, lead to some important
properties of GPDs. Taking their first Mellin moment, one can relate GPDs to

‡If p and p′ are respectively the momenta of the initial and final particles in the TDAs,
we have (p′ − p) = ∆, P = 1/2(p + p′) and 2ξ = −∆+/P+. We also have ξ ≈ xB/(2− xB).
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3.3. Transition Distribution Amplitudes

the corresponding form factors through the sum rules. Also their higher Mellin
moments are polynomials in the skewness variable ξ by Lorentz invariance.

Similarly, as a consequence of Lorentz invariance, TDAs are constrained
by sum rules and polynomial expansions. The first Mellin moments of π-
γ transition distribution functions are related to the vector and axial-vector
transition form factors, FV and FA, through the sum rules. The definition of
these form factors is given from the vector and axial-vector currents [208]

〈γ(p′)| ψ̄(0)γµτ
−ψ(0) |π(p)〉 = −i e εν εµνρσ p

′ρ pσ FV (∆2)

mπ

, (3.35)

〈γ(p′)| ψ̄(0)γµγ5τ
−ψ(0) |π(p)〉 = e εν

(
p′µ pν − gµν p′.p

) FA (∆2)

mπ

+e εν

(
(p′ − p)µ pν

2
√

2fπ

m2
π −∆2

−
√

2fπ gµν

)
,

(3.36)

with fπ ' 133 MeV the pion decay constant, ε0123 = 1 and τ− = (τ1 − i τ2) /2.
All the structure of the decaying pion is included in the form factors FV and FA.
The vector current only contains a Lorentz structure associated with the FV

form factor. The axial form factor FA also gives the structure of the pion but
contains additional terms required by electromagnetic gauge invariance. The
second term on the right-hand side of Eq. (3.36), which corresponds to the
axial current for a point-like pion, contains a pion pole coming from the pion
inner bremsstrahlung: the incoming pion and outgoing photon couple with the
axial current through a virtual pion as required by the Partial Conservation of
the Axial Current (PCAC). The third term in Eq. (3.36) is a pion-photon-axial
current contact term, proportional to fπgµν . The transition form factors FA

and FV are well measured [209].

Since the TDAs satisfy similar polynomiality conditions to GPDs they may
be constructed from a spectral decomposition, in analogy with the construction
of GPDs through double distributions [210]. The x and ξ dependence of the
TDAs is then given as

∫ 1

−1

dβ

∫ 1−|β|

−1+|β|
dα δ(x− β − ξα)f(β, α).

Note however that TDAs possess different properties than GPDs with re-
spect to time reversal since initial and final states are different. A consequence
of this is the appearance of odd-powers of ξ in their moments in x.

Recently several models calculations for TDAs describing the pion to pho-
ton transition appeared in literature. However, so far, only the vectorial and
the axial TDAs have been analyzed. We briefly recall here some results about
these two mesonic TDAs, specifying their definitions and properties.
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To leading twist, the vectorial and axial TDAs are defined as

∫
dz−

2π
eixP+z− 〈γ (p′)| ψ̄

(
−z

2

)
γ+τ−ψ

(z

2

) ∣∣π+ (p)
〉∣∣∣

z+=z⊥=0

= i e εν ε+νρσ Pρ ∆σ
V π+→γ (x, ξ, ∆2)√

2fπ

,

∫
dz−

2π
eixP+z− 〈γ (p′)| ψ̄

(
−z

2

)
γ+γ5τ

−ψ
(z

2

) ∣∣π+ (p)
〉∣∣∣

z+=z⊥=0

= e
(
ε⊥ ·∆⊥) Aπ+→γ (x, ξ, t)√

2fπ

+ e (ε ·∆)
2
√

2fπ

m2
π −∆2

ε (ξ) φ

(
x + ξ

2ξ

)
,(3.37)

with ε(ξ) equal to 1 for ξ > 0, and equal to −1 for ξ < 0. Here V (x, ξ, ∆2) and
A(x, ξ, ∆2) are respectively the vector and axial TDAs. Hence the axial matrix
element contains the axial TDA and the pion pole contribution that has been
isolated in a model independent way [211, 212]. The latter term is parametrized
by a point-like pion propagator multiplied by the distribution amplitude of
an on-shell pion, φ(x). Notice that the pion DA obeys the normalization

condition
∫ 1

0
dxφ(x) = 1; the connection through the sum rules of Eq. (3.37)

with Eqs. (3.35) and (3.36) is therefore obvious.

The contribution of a pion pole is not a new feature of large-distance dis-
tributions. TDAs like GPDs are low-energy quantities in QCD though their
degrees of freedom are quarks and gluons. One thus expects chiral symmetry
to manifest itself, what implies a matching between the degrees of freedom
of parton distributions and the low-energy degrees of freedom such as pions.
Actually, in the region x ∈ [−|ξ|, |ξ|], the emission of a qq̄ pair from the initial
state can be assimilated to a meson distribution amplitude.
Recent ongoing analysis [213] seems to show that the contribution of interfer-
ence between the axial term and the pion pole should be important for the
experimental analysis of the mTDAs because it gives rise to an enhancement
of the process cross section.

Here we have defined the TDAs in the particular case of a transition from
a π+ to a photon, parametrizing the processes, HH̄ → γ∗γ and γ∗H → Hγ.
Symmetries relate the latter distributions to TDAs involved in other processes.
For instance, one could wish to study the γ-π− TDAs entering the factorized
amplitude of the process γ∗Lγ → M±π∓, with M being either ρL or π.

90



3.3. Transition Distribution Amplitudes

Analogously it is possible to define the γ-π± TDAs
∫

dz−

2π
eixP+z− 〈

π±(p)
∣∣ ψ̄

(
−z

2

)
γ+τ±ψ

(z

2

)
|γ(p′ε)〉

∣∣∣
z+=z⊥=0

= i e εν ε+νρσ Pρ (p− p′)σ
V γ→π±(x,−ξ, ∆2)√

2fπ

,

∫
dz−

2π
eixP+z− 〈

π± (p)
∣∣ ψ̄

(
−z

2

)
γ+γ5τ

±ψ
(z

2

)
|γ (p′ε)〉

∣∣∣
z+=z⊥=0

= −e
(
ε⊥ · (p⊥ − p’⊥)

) Aγ→π±(x,−ξ, ∆2)√
2fπ

±e (ε · (p− p′))
2
√

2fπ

m2
π −∆2

ε(−ξ) φ

(
x + ξ

2ξ

)
. (3.38)

Time reversal transformation relates the π+-γ TDAs to γ-π+ TDAs in the
following way

Dπ+→γ(x, ξ, ∆2) = Dγ→π+

(x,−ξ, ∆2) , (3.39)

where D = V,A. Moreover CPT relates the π → γ TDAs to their analog for
a transition from a photon to a π−

V π+→γ(x, ξ, ∆2) = V γ→π−(−x,−ξ, ∆2) ,

Aπ+→γ(x, ξ, ∆2) = −Aγ→π−(−x,−ξ, ∆2) . (3.40)

In Refs. [211, 214], the vectorial and axial TDAs were modeled via double-
distributions and more recently in the spectral quark model [215]. Other ap-
proaches [216] used to construct pion GPDs could provide us with reasonable
modelling of the mesonic TDAs. Let us cite for instance the Nambu-Jona
Lasinio Model [212]. Finally, we can say that, so far, all the model calcu-
lations are in good agreement with each other; and, moreover, lattice QCD,
which has been recently applied to extract moments of pion GPDs [217], could
also be applied to the TDA case.

From the experimental side the introduction of the γ →meson TDAs com-
pletes the kinematical domain for the reactions γγ? → M1M2 in the framework
of QCD factorization. Data have already been collected at LEP and CLEO on
these reactions, mostly in the GDA domain for ρρ final states, with some phe-
nomenological success [218]. More data are obviously needed and are eagerly
waited for in the TDA region, and much hope comes from the high luminos-
ity electron colliders. This requires in general the exclusive detection of two
mesons, when tagging simultaneously one outgoing electron.

Another way to access the mesonic TDAs is to study DVCS on virtual
pion target, which may be studied [219] at Hermes and JLab in the reaction
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γ?p → γπ+n, when the transition p → n is dominated by the pion pole and
the π+ flies in the direction of the γ? in the γπ+ center of mass system.

3.3.2 Baryonic Transition Distribution Amplitudes

We will treat in a great detail the nucleon to pion TDAs in the next section,
here we recall some theoretical results recently obtained.

Let us concentrate here on the p → π TDAs, for completeness we mention that
the proton to photon TDAs, entering the description of backward DVCS, have
been defined in Ref. [220]. The leading twist TDAs for the p → π0 transition
are defined from the correlator (see later) :

〈π0(pπ)| εijkui
α(z1 n)uj

β(z2 n)dk
γ(z3 n) |p(p1, s1)〉.

These TDAs are matrix elements of the same operator that appears in baryonic
distribution amplitudes. The known evolution equations of this operator lead
to derive evolution equations which have different forms in different regions.
Indeed, since the correlator involves the FT of the same operator, this implies
that they are governed by the same RGEs, but for the TDAs case the kine-
matics is different and this leads to definitions of one ERBL and two DGLAP
regions much in the same spirit as in the GPD case, so that the evolution
equations in momentum space depend on the signs of the quark momentum
fractions xi. We have: ERBL for xi ≥ 0, DGLAP1 when x1 ≥ 0; x2 ≥ 0; x3 ≤ 0,
and DGLAP2 when x1 ≥ 0; x2 ≤ 0; x3 ≤ 0.

As for DAs, an asymptotic solution for this evolution equation exists (so
far for the ERBL region only), but the phenomenological study of electro-
magnetic form factors leads us to strongly doubt that it is of any phenomeno-
logical relevance. In some sense, this is not a surprise since the corresponding
asymptotic solution (δ(x)) for parton distribution functions is far from a real-
istic description of DIS data. Thus it should not be taken as a realistic input
for phenomenology.

On the other hand, there exists an interesting soft limit [207] when the
emerging pion momentum is small, which allows to relate proton→ pion TDAs
to proton DAs. The well-known “soft pion” theorems [221, 222] indeed allow
to write:

〈πa(pπ)|O|P (p1, s1)〉 → − i

fπ

〈0|[Qa
5,O]|P (p, s)〉

when ξ → 1 (Eπ → 0, ∆⊥ = 0); the neglected nucleon pole term, which does
not contribute at threshold but is likely to be important for ξ significantly
different from 1, may also be taken into account. One then gets relations
between the nucleon DAs [71] A1, V1 and T1 on the one hand and the p → π
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TDAs V pπ0

1 , Apπ0

1 and T pπ0

1 on the other hand :

V pπ0

1 (x1, x2, x3, ξ, M
2) =

1

4ξ
V1

(x1

2ξ
,
x2

2ξ
,
x3

2ξ

)
,

Apπ0

1 (x1, x2, x3, ξ, M
2) =

1

4ξ
A1

(x1

2ξ
,
x2

2ξ
,
x3

2ξ

)
,

T pπ0

1 (x1, x2, x3, ξ, M
2) =

3

4ξ
T1

(x1

2ξ
,
x2

2ξ
,
x3

2ξ

)
.

As mentioned above, p → π baryonic TDAs appear in the description of
backward electro-production of a pion on a proton target. In terms of angle,
in the γ?p center of momentum (CM) frame, the angle between the γ? and the
pion, θ?

π, is close to 180◦. We then have |u| ¿ s and t ' −(s+Q2), in contrast
to the fixed angle regime u ' t ' −(s + Q2)/2 (θ?

π ' 90◦) and the forward
(GPD) one |t| ¿ s and u ' −(s + Q2) (θ?

π ' 0◦).
The TDAs appear also in similar electro-production processes such as ep →

e (p, ∆+) (η, ρ0), ep → e (n, ∆) (π+, ρ+), ep → e ∆++ (π−, ρ−). Those pro-
cesses have already been analyzed, at backward angles, at JLab in the res-
onance region, i.e.

√
sγ?p = W < 1.8 GeV, in order to study the baryonic

transition form factors in the π channel [223] or in the η channel [224, 225].
Data are being extracted in some channels above the resonance region. The
number of events seems large enough to expect to get cross section measure-
ments for ∆2

⊥ < 1 GeV2, which is the region described in terms of TDAs.
Hermes analysis[226] for forward electroproduction may also be extended to
larger values of −t. It has to be noted though that present studies are limited
to Q2 of order a few GeV2, which gives no guarantee to reach the TDA regime
yet. Higher-Q2 data may be obtained at JLab-12 GeV and in muon-production
at Compass within the next few years. Besides comparisons with forthcom-
ing experimental data, one may also consider results from global Partial Wave
Analysis (e.g. SAID [227]).

Crossed reactions involving TDAs in proton-antiproton annihilation (GSI-
FAIR [228]), with time-like photons (i.e. di-leptons) can also be studied with
other mesons than a pion, e.g. p̄p → γ? (η, ρ0), or on a different target than pro-
ton p̄N → γ?π. Finally, one may also consider associated J/ψ production with
a pion p̄p → ψ π0 or another meson p̄p → ψ (η, ρ0), which involve the same
TDAs as with an off-shell photon or in backward electro-production. They will
serve as very strong tests of the universality of the TDAs in different processes.

In the next section we present the LCWFs representation for all the eight
TDAs within the MCM, and we also give some numerical predictions for all
the TDAs in different kinematical regimes with the momentum part of the WF
described by means of the parameterization of Ref. [63].
Some of the results reported here have already been presented in Ref. [229].
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3.3.3 The N → π Transition Distribution Amplitudes

Kinematics and Definitions for the subprocess γ?p → p′π0

Working in the one-photon-exchange approximation in Ref. [207] it has been
shown that the five-fold differential cross section for the process ep → e′p′π0

can be reduced to a two-fold one, in the center-of-mass (CM) frame of the
outgoing pion-nucleon system, multiplied by a flux factor Γ:

d5σ

dEe′d2Ωed2Ω∗
π

= Γ
d2σ

d2Ω∗
π

, (3.41)

with

Γ =
αem

2π

Ee′

Ee

W 2 −M2

2MQ2

1

1− ε
, (3.42)

where Ee is the energy of the initial electron in the laboratory (LAB) frame,
Ee′ the energy of the outgoing electron, W the invariant mass of the p′π0 pair,
ε the polarization parameter and, Ωe and Ω∗

π the solid angles for the scattered
electron in the LAB frame and for the pion in the p′π0 CM frame, respectively.

The differential solid angle for the pion can be expressed as dΩ∗
π = dϕd cos θ∗π,

where ϕ is the azimuthal angle between the leptonic and hadronic plane, while
θ∗π is defined as the polar angle between the photon and the pion in the CM
frame of the proton-pion pair.

In the scaling regime, the amplitude for the subprocess γ?p → p′π0 in
the backward kinematics, i.e. small momentum transfer u = (pπ − p1)

2 or
θ∗π ' π involves the TDAs T (xi, ξ, ∆

2), where with xi(i = 1, 2, 3) we denote
the fractions of + momenta, whose supports are within [-1 + ξ, 1 + ξ], and
with ξ the skewedness variable that parameterizes the change of longitudinal
momentum of the incoming hadron in the proton → meson transition. The
fields with positive momentum fraction, xi > 0, describe creation of quarks,
whereas those with negative momentum fraction, xi < 0, the absorption of
antiquarks. Moreover, momentum conservation implies (choosing ξ > 0)

∑
i

xi = 2ξ. (3.43)

The general matrix element describing the transition from a nucleon to a meson
state reads

〈π|εijkqi′
α(z1n)[z1; z0]i′iq

j′jβ(z2n)[z2; z0]j′jq
k′
γ (z3n)[z3; z0]k′k|N〉. (3.44)

The spinorial and Lorentz decomposition of the matrix element (3.44) follows
the same line as in the case of the baryon distribution amplitudes (DAs) [49, 52]
(see Cap. 2).

For the definition of the TDAs we parameterize the momenta of the parti-
cles involved in the subprocess γ?p → p′π0 as shown in Fig. (3.1). In such a
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way, performing a Sudakov decomposition§, the momenta read

p1 = (1 + ξ)p +
M2

1 + ξ
n, (3.45)

q ' −2ξ

(
1− (∆2

T + M2)

Q2

)
p +

Q2

2ξ

(
1− (∆2

T +M2)

Q2

)n,

pπ = (1− ξ)p +
m2

π + ∆2
T

1− ξ
n + ∆T ,

p2 ' 2ξ
(∆2

T + M2)

Q2
p +

[
Q2

2ξ

(
1− (∆2

T +M2)

Q2

) − m2
π + ∆2

T

1− ξ
+

M2

1 + ξ

]
n−∆T ,

∆ = pπ − p1 = −2ξp +

[
m2

π + ∆2
T

1− ξ
− M2

1 + ξ

]
n + ∆T ,

where we have defined ξ = −∆+/2P+ with P = 1
2
(p1 + pπ) and we have kept

the first-order corrections in the masses and ∆2
T . We also have u = ∆2 =

−2ξ

[
m2

π+∆2
T

1−ξ
− M2

1+ξ

]
−∆2

T or, equivalently, ∆2
T = −1−ξ

1+ξ

[
u + 2ξ

(
m2

π

1−ξ
− M2

1+ξ

)]
.

As in Ref. [207] we rewrite the general matrix element describing a transi-
tion from a nucleon to a pion (3.44) introducing eight TDAs: two vectorial

V pπ0

1,2 (xi, ξ, ∆
2), two axial Apπ0

1,2 (xi, ξ, ∆
2) and four tensorial T pπ0

1,...,4(xi, ξ, ∆
2),

4F
(
〈π0(pπ)|εijkui

α(z1n)uj
β(z2n)dk

γ(z3n)|P (p1, s1)〉
)

=

i
fN

fπ

[
V pπ0

1 (/pC)αβ(N+)γ + Apπ0

1 (/pγ
5C)αβ(γ5N+)γ

+T pπ0

1 (σpµC)αβ(γµN+)γ + M−1V pπ0

2 (/pC)αβ( /∆T N+)γ

+M−1Apπ0

2 (/pγ
5C)αβ(γ5 /∆T N+)γ + M−1T pπ0

2 (σp∆T
C)αβ(N+)γ

+M−1T pπ0

3 (σpµC)αβ(σµ∆T N+)γ + M−2T pπ0

4 (σp∆T
C)αβ( /∆T N+)γ

]
.(3.46)

where fN is the value of the nucleon wave function at the origin, estimated
through QCD sum rules to be of the order 5.3 × 10−3 GeV2 [53], and we have
used the definition of σµν = 1/2[γµ, γν ].

In a completely analogous way to the DA case we define with the symbol
D
↑/↓
αβ,γ the left-hand side of Eq. (3.46), where, again, α, β and γ are Dirac

indexes and ↑ / ↓ indicates the helicity value of the incoming nucleon. In such

§We choose the auxiliary null vectors pµ and nµ in such a way that 2p · n = 1. The
cartesian components are given by

p =
P+

√
2

(1, 0, 0, 1), n =
1

2
√

2P+
(1, 0, 0,−1).
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a way we can express the eight TDAs in terms of linear combinations of these
matrix elements (see Appendix D) as

V pπ0

1 = −i
1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

(
D↑

12,1 + D↑
21,1

)
, (3.47)

Apπ0

1 = i
1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

(
D↑

12,1 −D↑
21,1

)
, (3.48)

T pπ0

1 = i
1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

[
D↑

11,2 +
(∆T1 − i∆T2)

(∆T1 + i∆T2)
D↑

22,2

]
, (3.49)

V pπ0

2 = −i
M

(∆T1 + i∆T2)

1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

(
D↑

12,2 + D↑
21,2

)
, (3.50)

Apπ0

2 = −i
M

(∆T1 + i∆T2)

1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

(
D↑

12,2 −D↑
21,2

)
, (3.51)

T pπ0

2 = i
M

∆2
T

1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

[
(∆T1 − i∆T2)D

↑
22,1

−(∆T1 + i∆T2)D
↑
11,1

]
, (3.52)

T pπ0

3 = i
M

∆2
T

1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

[
(∆T1 − i∆T2)D

↑
22,1

+(∆T1 + i∆T2)D
↑
11,1

]
, (3.53)

T pπ0

4 = i
2M2

(∆T1 + i∆T2)2

1

2
1
4

√
1 + ξ(P+)

3
2

fπ

fN

D↑
22,2. (3.54)

Thus to calculate the leading twist TDAs we must give an expression for all
the D

↑/↓
αβ,γ matrix elements involved in the previous equations.

3.3.4 The Overlap Representation for the Transition Dis-
tribution Amplitudes

In this section we give the general overlap representation for the nucleon to pion
TDAs. The calculation starts in a similar way to the DAs, namely substituting
the expression for the free quark field (1.52) in the definition (3.44),

4F
(
〈π0(pπ)|εijkui

α(z1n)uj
β(z2n)dk

γ(z3n)|P (p1, s1)〉
)

= 4(p · n)3

∫ +∞

−∞

∏
j

dzj

(2π)3
eixkzk(p·n)〈π0(pπ)|εijkui

α(z1n)uj
β(z2n)dk

γ(z3n)|P (p1, s1)〉

=
4

8

∫ +∞

−∞

∏
j

dzj

(2π)3
e

i
2
xkzk〈π0(pπ)|εijkui

α(z1n)uj
β(z2n)dk

γ(z3n)|P (p1, s1)〉
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= 〈π0(pπ)|ε
ijk

2

∫ +∞

−∞

∏
j dzj

(2π)3
e

i
2
xkzk

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

×
∑

λ1,λ2,λ3

{
bi
1(k̃1, λ1)u+α(k̃1, λ1) exp[−ik+

1 z1n
− + ik1⊥ · n⊥]

+d†i1 (k̃1, λ1)v+α(k̃1, λ1) exp[ik+
1 z1n

− − ik1⊥ · n⊥]
}

×
{

bj
2(k̃2, λ2)u+β(k̃2, λ2) exp[−ik+

2 z2n
− + ik2⊥ · n⊥]

+d†j2 (k̃2, λ2)v+β(k̃2, λ2) exp[ik+
2 z2n

− − ik2⊥ · n⊥]
}

×
{

bk
3(k̃3, λ3)u+γ(k̃3, λ3) exp[−ik+

3 z3n
− + ik3⊥ · n⊥]

+d†k3 (k̃3, λ3)v+γ(k̃3, λ3) exp[ik+
3 z3n

− − ik3⊥ · n⊥]
}

×Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )|P (p1, s1)〉

= 〈π0(pπ)|ε
ijk

2

∫ +∞

−∞

∏
j dzj

(2π)3
e

i
2
Σkxkzk

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

×
∑

λ1,λ2,λ3

{
bi
1(k̃1, λ1)b

j
2(k̃2, λ2)b

k
3(k̃3, λ3)u+α(k̃1, λ1)u+β(k̃2, λ2)u+γ(k̃3, λ3)

× exp[−i(k+
1 z1n

− + k+
2 z2n

− + k+
3 z3n

−)]

+bi
1(k̃1, λ1)b

j
2(k̃2, λ2)d

†k
3 (k̃3, λ3)u+α(k̃1, λ1)u+β(k̃2, λ2)v+γ(k̃3, λ3)

× exp[−i(k+
1 z1n

− + k+
2 z2n

− − k+
3 z3n

−)]

+bi
1(k̃1, λ1)d

†j
2 (k̃2, λ2)b

k
3(k̃3, λ3)u+α(k̃1, λ1)v+β(k̃2, λ2)u+γ(k̃3, λ3)

× exp[−i(k+
1 z1n

− − k+
2 z2n

− + k+
3 z3n

−)]

+d†i1 (k̃1, λ1)b
j
2(k̃2, λ2)b

k
3(k̃3, λ3)v+α(k̃1, λ1)u+β(k̃2, λ2)u+γ(k̃3, λ3)

× exp[−i(−k+
1 z1n

− + k+
2 z2n

− + k+
3 z3n

−)]

+bi
1(k̃1, λ1)d

†j
2 (k̃2, λ2)d

†k
3 (k̃3, λ3)u+α(k̃1, λ1)v+β(k̃2, λ2)v+γ(k̃3, λ3)

× exp[−i(k+
1 z1n

− − k+
2 z2n

− − k+
3 z3n

−)]

+d†i1 (k̃1, λ1)b
j
2(k̃2, λ2)d

†k
3 (k̃3, λ3)v+α(k̃1, λ1)u+β(k̃2, λ2)v+γ(k̃3, λ3)

× exp[−i(−k+
1 z1n

− + k+
2 z2n

− − k+
3 z3n

−)]

+d†i1 (k̃1, λ1)d
†j
2 (k̃2, λ2)b

k
3(k̃3, λ3)v+α(k̃1, λ1)v+β(k̃2, λ2)u+γ(k̃3, λ3)

× exp[−i(−k+
1 z1n

− − k+
2 z2n

− + k+
3 z3n

−)]

+d†i1 (k̃1, λ1)d
†j
2 (k̃2, λ2)d

†k
3 (k̃3, λ3)v+α(k̃1, λ1)v+β(k̃2, λ2)v+γ(k̃3, λ3)

× exp[i(k+
1 z1n

− + k+
2 z2n

− + k+
3 z3n

−)]

}

×Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )|P (p1, s1)〉. (3.55)

Among all the operatorial combinations in braces in the previous formula we
keep the one involving three annihilators of the“good”components of the quark
fields.
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Then, integrating over the zi variables we get

〈π0(pπ)|4(P+)3εijk

∫
dk+

1 d2k1⊥
16π3k+

1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )

×
∑

λ1,λ2,λ3

bi
1(k̃1, λ1)b

j
2(k̃2, λ2)b

k
3(k̃3, λ3)u+α(k+

1 , λ1)u+β(k+
2 , λ2)u+γ(k

+
3 , λ3)

×δ
(
x1P

+ − k+
1

)
δ
(
x2P

+ − k+
2

)
δ
(
x3P

+ − k+
3

)
|P (p1, s1)〉. (3.56)

Now, we have to insert in Eq. (3.56) the expression of the nucleon state.
In the calculation of the TDAs only the pion-nucleon component of the pro-
ton wave function contributes because the contribution from the bare nucleon
component vanish after the matching with the pion state. Thus, in front-form
Hamiltonian dynamics the nucleon state reads (see Eq. (3.25))

|Nπ(p1, s1)〉 =

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λi,τi,ci

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)

√
y(1− y)

×Ψ̃
N,[f ]
λ′ (y,k⊥; {ξi,k

′
i⊥; λi, τi, ci}i=1′,··· ,3′)

×Ψ̃
π,[f ]
0 (1− y,−k⊥; {ξi,k

′
i⊥; λi, τi}i=4′,5′)

×
5′∏

i=1′
|ξip

+
1 ,k′i⊥ + ξip1⊥, λi, τi, ci; q〉, (3.57)

where λi, τi and ci are the spin, isospin and colour variables of the quarks,
respectively, and the wave functions Ψ̃

N,[f ]
λ′ and Ψ̃

π,[f ]
λ′′ incorporate the Jacobian

J of the transformation from the intrinsic variables with respect to the hadron
rest-frame ({ζi, κi⊥}) to the intrinsic variables with respect to the nucleon rest
frame ({ξi,k

′
i⊥}), i.e.

Ψ̃
N, [f ]
λ′ ({ξi,k

′
i⊥; λi, τi}i=1′,2′,3′) =

√
J (ξ1′ , ξ2′ , ξ3′)Ψ̃

N, [f ]
λ′ ({ζi, κi⊥; λi, τi}i=1′,2′,3′)

=
1

y
3
2

Ψ̃
N, [f ]
λ′ ({ζi, κi⊥; λi, τi}i=1′,2′,3′), (3.58)

Ψ̃
π, [f ]
λ′′ ({ξi,k

′
i⊥; λi, τi}i=4′,5′) =

√
J (ξ4′ , ξ5′)Ψ̃

π, [f ]
λ′′ ({ζi, κi⊥; λi, τi}i=4′,5′)

=
1

(1− y)
Ψ̃

π, [f ]
λ′′ ({ζi, κi⊥; λi, τi}i=4′,5′). (3.59)

The relations between the variables ({ζi, κi⊥}) and ({ξi,k
′
i⊥}), is given by:
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for i = 1′, 2′, 3′:

ζi =
ξi

y
, k′i⊥ = κi⊥ + ζi k⊥; (3.60)

for i = 4′, 5′:

ζi =
ξi

(1− y)
, k′i⊥ = κi⊥ − ζi k⊥. (3.61)

Inserting the nucleon state representation Eq. (3.56) becomes

〈π0(pπ)|4(P+)3εijk

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

×
∫

dk+
1 d2k1⊥

16π3k+
1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )

1

y
√

(1− y)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

bi
1(k̃1, λ1)b

j
2(k̃2, λ2)b

k
3(k̃3, λ3)u+α(k+

1 , λ1)u+β(k+
2 , λ2)u+γ(k

+
3 , λ3)

×
3∏

j=1

δ
(
xjP

+ − k+
j

) ∑

λi,τi,ci

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)Ψ̃

N,[f ]
λ′ ({ζi, κi⊥; λi, τi, ci})

×Ψ̃
π,[f ]
0 ({ζi, κi⊥; λi, τi, ci})

5′∏

i=1′
|ξip

+
1 ,k′i⊥, λi, τi, ci; q〉, (3.62)

where recalling Eqs. (3.45) we set p1⊥ = 0. To proceed in our calculations, we
have to clarify the partonic content of the proton state in terms of single-parton
operators acting on the perturbative vacuum |0〉, i.e.

5′∏

i=1′
|ξip

+
1 ,k′i⊥ + ξip1⊥, λi, τi, ci; q〉 =

1√
3!

[
b†l(ξ1′p

+
1 ,k′1′⊥, λ1′ , τ1′)b

†m(ξ2′p
+
1 ,k′2′⊥, λ2′ , τ2′)b

†n(ξ3′p
+
1 ,k′3′⊥, λ3′ , τ3′)

]
N

×
[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†s(ξ5′p
+
1 ,k′5′⊥, λ5′ = −λ4′ , τ5′ = −τ4′)

]
π0
|0〉,(3.63)

with l,m, n, r and s colour indexes. Through this replacement Eq. (3.62) turns
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out to be

〈π0(pπ)|4(P+)3 εijk

√
6

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

×
∫

dk+
1 d2k1⊥

16π3k+
1

∫
dk+

2 d2k2⊥
16π3k+

2

∫
dk+

3 d2k3⊥
16π3k+

3

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )

1

y
√

(1− y)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

bi
1(k̃1, λ1)b

j
2(k̃2, λ2)b

k
3(k̃3, λ3)u+α(k+

1 , λ1)u+β(k+
2 , λ2)u+γ(k

+
3 , λ3)

×
3∏

j=1

δ
(
xjP

+ − k+
j

) ∑
rs

∑

lmn

∑

λi,τi,λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)Ψ̃

N,[f ]
λ′ ({ζi, κi⊥; λi, τi})εlmn√

6

δrs√
3

×Ψ̃
π,[f ]
0 ({ζi, κi⊥; λi, τi})

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†s(ξ5′p
+
1 ,k′5′⊥,−λ4′ ,−τ4′)

]
π0

×
[
b†l(ξ1′p

+
1 ,k′1′⊥, λ1′ , τ1′)b

†m(ξ2′p
+
1 ,k′2′⊥, λ2′ , τ2′)b

†n(ξ3′p
+
1 ,k′3′⊥, λ3′ , τ3′)

]
N
|0〉,
(3.64)

where we have made explicit the colour component of the baryon and meson
WFs. Then, making use of the relations in Eq. (1.53), and introducing an obvi-
ous shorthand notation¶ we can rewrite the previous equation in the following
way,

〈π0(pπ)| 4√
3!

(P+)3εijk

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

×
∫ 3∏

j=1

dk+
j d2kj⊥

16π3k+
j

Θ(k+
1 )Θ(k+

2 )Θ(k+
3 )

1

y
√

(1− y)

3∏
j=1

δ
(
xjP

+ − k+
j

)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,2,3

∑

λi,τi,ci

u+α(k+
1 , λ1)u+β(k+

2 , λ2)u+γ(k
+
3 , λ3)

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)

×εlmn√
6

δrs√
3
Ψ̃

N,[f ]
λ′ ({ζi, κi⊥; λi, τi, ci}i=1′,··· ,3′)Ψ̃

π,[f ]
0 ({ζi, κi⊥; λi, τi, ci}i=4′,5′)

¶For instance,

{bi
1, b

†l
1′} = {bi(k̃1, λ1), b†l(ξ1′p

+
1 ,k′1′⊥, λ1′ , τ1′)}.
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×
{[
{bi

1, b
†n
3′ }{bj

2, b
†m
2′ }{bk

3, b
†l
1′} − {bi

1, b
†m
2′ }{bj

2, b
†n
3′ }{bk

3, b
†l
1′}

−{bi
1, b

†n
3′ }{bj

2, b
†l
1′}{bk

3, b
†m
2′ }+ {bi

1, b
†l
1′}{bj

2, b
†n
3′ }{bk

3, b
†m
2′ }

+{bi
1, b

†m
2′ }{bj

2, b
†l
1′}{bk

3, b
†n
3′ } − {bi

1, b
†l
1′}{bj

2, b
†m
2′ }{bk

3, b
†n
3′ }

]
b†r4′ d

†s
5′

−
[
{bi

1, b
†r
4′ }{bj

2, b
†m
2′ }{bk

3, b
†l
1′} − {bi

1, b
†m
2′ }{bj

2, b
†r
4′ }{bk

3, b
†l
1′}

−{bi
1, b

†r
4′ }{bj

2, b
†l
1′}{bk

3, b
†m
2′ }+ {bi

1, b
†l
1′}{bj

2, b
†r
4′ }{bk

3, b
†m
2′ }

+{bi
1, b

†m
2′ }{bj

2, b
†l
1′}{bk

3, b
†r
4′ } − {bi

1, b
†l
1′}{bj

2, b
†m
2′ }{bk

3, b
†r
4′ }

]
b†n3′ d

†s
5′

+
[
{bi

1, b
†r
4′ }{bj

2, b
†n
3′ }{bk

3, b
†l
1′} − {bk

3, b
†n
3′ }{bj

2, b
†l
1′}{bi

1, b
†r
4′ }

−{bk
3, b

†l
1′}{bj

2, b
†r
4′ }{bi

1, b
†n
3′ }+ {bi

1, b
†n
3′ }{bj

2, b
†l
1′}{bk

3, b
†r
4′ }

+{bi
1, b

†l
1′}{bj

2, b
†r
4′ }{bk

3, b
†n
3′ } − {bi

1, b
†l
1′}{bj

2, b
†n
3′ }{bk

3, b
†r
4′ }

]
b†m2′ d†s5′

+
[
{bi

1, b
†n
3′ }{bj

2, b
†r
4′ }{bk

3, b
†m
2′ } − {bk

3, b
†m
2′ }{bj

2, b
†n
3′ }{bi

1, b
†r
4′ }

+{bk
3, b

†n
3′ }{bj

2, b
†m
2′ }{bi

1, b
†r
4′ } − {bi

1, b
†m
2′ }{bj

2, b
†r
4′ }{bk

3, b
†n
3′ }

−{bi
1, b

†n
3′ }{bj

2, b
†m
2′ }{bk

3, b
†r
4′ }+ {bi

1, b
†m
2′ }{bj

2, b
†n
3′ }{bk

3, b
†r
4′ }

]
b†l1′d

†s
5′

}
|0〉.
(3.65)

The previous equations between braces contains four terms, but just one of
them contributes, i.e. the one involving the operators b†r4′ d

†s
5′ . This is because

the other terms do not respect the requirements of momentum conservation in
the scalar product of the initial and final pion states.

Making explicit the commutators which multiply b†r4′ d
†s
5′ we get

〈π0(pπ)| 4√
3!

(P+)3εijk

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

× 1

y
√

(1− y)

3∏
j=1

∫
dk+

j d2kj⊥
k+

j

Θ(k+
j )δ

(
xjP

+ − k+
j

)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

∑

λi,τi,ci

u+α(k+
1 , λ1)u+β(k+

2 , λ2)u+γ(k
+
3 , λ3)

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)

×Ψ̃
N,[f ]
λ′ ({ζi, κi⊥; λi, τi, ci}i=1′,··· ,3′)Ψ̃

π,[f ]
0 ({ζi, κi⊥; λi, τi, ci}i=4′,5′)
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×ξ1′ξ2′ξ3′(p
+
1 )3

{
δ(ξ3′p

+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )δ(2)(k′3′⊥ − k1⊥)

×δ(2)(k′2′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)δ3′uδλ3′λ1δniδ2′uδλ2′λ2δmjδ1′dδλ1′λ3δlk

−δ(ξ2′p
+
1 − k+

1 )δ(ξ3′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )δ(2)(k′2′⊥ − k1⊥)

×δ(2)(k′3′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)δ2′uδλ2′λ1δmiδ3′uδλ3′λ2δnjδ1′dδλ1′λ3δlk

−δ(ξ3′p
+
1 − k+

1 )δ(ξ1′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )δ(2)(k′3′⊥ − k1⊥)

×δ(2)(k′1′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)δ3′uδλ3′λ1δniδ1′uδλ1′λ2δljδ2′dδλ2′λ3δmk

+δ(ξ1′p
+
1 − k+

1 )δ(ξ3′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )δ(2)(k′1′⊥ − k1⊥)

×δ(2)(k′3′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)δ1′uδλ1′λ1δliδ3′uδλ3′λ2δnjδ2′dδλ2′λ3δmk

+δ(ξ2′p
+
1 − k+

1 )δ(ξ1′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )δ(2)(k′2′⊥ − k1⊥)

×δ(2)(k′1′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)δ2′uδλ2′λ1δmiδ1′uδλ1′λ2δljδ3′dδλ3′λ3δnk

−δ(ξ1′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )δ(2)(k′1′⊥ − k1⊥)

×δ(2)(k′2′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)δ1′uδλ1′λ1δliδ2′uδλ2′λ2δmjδ3′dδλ3′λ3δnk

}

×εlmn√
6

δrs√
3

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†s(ξ5′p
+
1 ,k′5′⊥,−λ4′ ,−τ4′)

]
π0
|0〉. (3.66)

Now making use of the relation εijk···εijk··· = n!, where i, j, k, ... = 1, ..., n, after
some calculations it is possible to see that the previous equation becomes

−〈π0(pπ)|4(P+)3

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

× 1

y
√

(1− y)

3∏
j=1

∫
dk+

j d2kj⊥
k+

j

Θ(k+
j )δ

(
xjP

+ − k+
j

)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

∑

λi,τi

u+α(k+
1 , λ1)u+β(k+

2 , λ2)u+γ(k
+
3 , λ3)

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)

×Ψ̃
N,[f ]
λ′ ({ζi, κi⊥; λi, τi}i=1′,··· ,3′)Ψ̃π,[f ]({ζi, κi⊥; λi, τi}i=4′,5′)

×
∑
r,s

δrs√
3

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†s(ξ5′p
+
1 ,k′5′⊥, λ5′ = −λ4′ , τ5′ = −τ4′)

]
π0
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×ξ1′ξ2′ξ3′(p
+
1 )3

{
δ(ξ3′p

+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )δ(2)(k′3′⊥ − k1⊥)

×δ(2)(k′2′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)δ3′uδλ3′λ1δ2′uδλ2′λ2δ1′dδλ1′λ3

+δ(ξ2′p
+
1 − k+

1 )δ(ξ3′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )δ(2)(k′2′⊥ − k1⊥)

×δ(2)(k′3′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)δ2′uδλ2′λ1δ3′uδλ3′λ2δ1′dδλ1′λ3

+δ(ξ3′p
+
1 − k+

1 )δ(ξ1′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )δ(2)(k′3′⊥ − k1⊥)

×δ(2)(k′1′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)δ3′uδλ3′λ1δ1′uδλ1′λ2δ2′dδλ2′λ3

+δ(ξ1′p
+
1 − k+

1 )δ(ξ3′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )δ(2)(k′1′⊥ − k1⊥)

×δ(2)(k′3′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)δ1′uδλ1′λ1δ3′uδλ3′λ2δ2′dδλ2′λ3

+δ(ξ2′p
+
1 − k+

1 )δ(ξ1′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )δ(2)(k′2′⊥ − k1⊥)

×δ(2)(k′1′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)δ2′uδλ2′λ1δ1′uδλ1′λ2δ3′dδλ3′λ3

+δ(ξ1′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )δ(2)(k′1′⊥ − k1⊥)

×δ(2)(k′2′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)δ1′uδλ1′λ1δ2′uδλ2′λ2δ3′dδλ3′λ3

}
|0〉. (3.67)

Then specifying the dependencies of the nucleon LCWF one obtains

−〈π0(pπ)| 4√
3
(P+)3

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

× 1

y
√

(1− y)

3∏
j=1

∫
dk+

j d2kj⊥
k+

j

Θ(k+
j )δ

(
xjP

+ − k+
j

)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)ξ1′ξ2′ξ3′(p

+
1 )3u+α(k+

1 , λ1)u+β(k+
2 , λ2)u+γ(k

+
3 , λ3)

×
∑

λ4′ ,λ5′
τ4′ ,τ5′

Ψ̃π,[f ]({ζi, κi⊥; λi, τi}i=4′,5′)

×
∑

r

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†r(ξ5′p
+
1 ,k′5′⊥, λ5′ = −λ4′ , τ5′ = −τ4′)

]
π0

×
{

Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ3′ ,−1/2}{ζ2′ , κ2′⊥; λ2′ , 1/2}{ζ3′ , κ3′⊥; λ1′ , 1/2}

)

×δ(ξ3′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )δλ3′λ1δλ2′λ2δλ1′λ3

×δ(2)(k′3′⊥ − k1⊥)δ(2)(k′2′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)
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+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ3′ ,−1/2}{ζ2′ , κ2′⊥; λ2′ , 1/2}{ζ3′ , κ3′⊥; λ1′ , 1/2}

)

×δ(ξ2′p
+
1 − k+

1 )δ(ξ3′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )δλ2′λ1δλ3′λ2δλ1′λ3

×δ(2)(k′2′⊥ − k1⊥)δ(2)(k′3′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)

+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ2′ , 1/2}{ζ2′ , κ2′⊥; λ3′ ,−1/2}{ζ3′ , κ3′⊥; λ1′ , 1/2}

)

×δ(ξ3′p
+
1 − k+

1 )δ(ξ1′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )δλ3′λ1δλ1′λ2δλ2′λ3

×δ(2)(k′3′⊥ − k1⊥)δ(2)(k′1′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)

+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ1′ , 1/2}{ζ2′ , κ2′⊥; λ3′ ,−1/2}{ζ3′ , κ3′⊥; λ2′ , 1/2}

)

×δ(ξ1′p
+
1 − k+

1 )δ(ξ3′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )δλ1′λ1δλ3′λ2δλ2′λ3

×δ(2)(k′1′⊥ − k1⊥)δ(2)(k′3′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)

+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ2′ , 1/2}{ζ2′ , κ2′⊥; λ1′ , 1/2}{ζ3′ , κ3′⊥; λ3′ ,−1/2}

)

×δ(ξ1′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )δλ1′λ1δλ2′λ2δλ3′λ3

×δ(2)(k′2′⊥ − k1⊥)δ(2)(k′1′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)

+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ1′ , 1/2}{ζ2′ , κ2′⊥; λ2′ , 1/2}{ζ3′ , κ3′⊥; λ3′ ,−1/2}

)

×δ(ξ1′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )δλ1′λ1δλ2′λ2δλ3′λ3

×δ(2)(k′1′⊥ − k1⊥)δ(2)(k′2′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)

}
|0〉, (3.68)

and summing over the helicities λ1′ , ..., λ3′ ,

−〈π0(pπ)| 8√
3
(P+)3

∫
dyd2k⊥

∫ y

0

3′∏

i=1′

dξi√
ξi

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

× 1

y
√

(1− y)

3∏
j=1

∫
dk+

j d2kj⊥
k+

j

Θ(k+
j )δ

(
xjP

+ − k+
j

)

×δ

(
y −

3′∑

i=1′
ξi

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

5′∑

i=1′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)ξ1′ξ2′ξ3′(p

+
1 )3u+α(k+

1 , λ1)u+β(k+
2 , λ2)u+γ(k

+
3 , λ3)

×
∑

λ4′ ,λ5′
τ4′ ,τ5′

Ψ̃π,[f ]({ζi, κi⊥; λi, τi}i=4′,5′)
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×
∑

r

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†r(ξ5′p
+
1 ,k′5′⊥, λ5′ = −λ4′ , τ5′ = −τ4′)

]
π0

×
{

Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ3,−1/2}{ζ2′ , κ2′⊥; λ2, 1/2}{ζ3′ , κ3′⊥; λ1, 1/2}

)

×δ(ξ3′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ1′p
+
1 − k+

3 )

×δ(2)(k′3′⊥ − k1⊥)δ(2)(k′2′⊥ − k2⊥)δ(2)(k′1′⊥ − k3⊥)

+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ2, 1/2}{ζ2′ , κ2′⊥; λ3,−1/2}{ζ3′ , κ3′⊥; λ1, 1/2}

)

×δ(ξ3′p
+
1 − k+

1 )δ(ξ1′p
+
1 − k+

2 )δ(ξ2′p
+
1 − k+

3 )

×δ(2)(k′3′⊥ − k1⊥)δ(2)(k′1′⊥ − k2⊥)δ(2)(k′2′⊥ − k3⊥)

+Ψ̃
N,[f ]
λ′

(
{ζ1′ , κ1′⊥; λ1, 1/2}{ζ2′ , κ2′⊥; λ2, 1/2}{ζ3′ , κ3′⊥; λ3,−1/2}

)

×δ(ξ1′p
+
1 − k+

1 )δ(ξ2′p
+
1 − k+

2 )δ(ξ3′p
+
1 − k+

3 )

×δ(2)(k′1′⊥ − k1⊥)δ(2)(k′2′⊥ − k2⊥)δ(2)(k′3′⊥ − k3⊥)

}
|0〉.

At this point, performing the integrations over k+
j , kj⊥ and ξi with i =

1′, ..., 3′

−〈π0(pπ)| 24√
3x1x2x3

(
P+/p+

1

) 3
2

∫
dyd2k⊥

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

× 1

y
√

(1− y)
δ

(
y −

3∑
j=1

xj
P+

p+
1

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

3∑
j=1

xj
P+

p+
1

−
5′∑

i=4′
ξi

)

×δ(2)

( 5′∑

i=1′
k′i⊥

)
×

∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0 (y,k⊥)u+α(x1P

+, λ1)u+β(x2P
+, λ2)

×u+γ(x3P
+, λ3)

∑

λ4′ ,λ5′
τ4′ ,τ5′

Ψ̃π,[f ]({ζi, κi⊥; λi, τi}i=4′,5′)

×Ψ̃
N,[f ]
λ′

({
x1P

+

yp+
1

, κ1′⊥; λ1, 1/2

}{
x2P

+

yp+
1

, κ2′⊥; λ2, 1/2

}{
x3P

+

yp+
1

, κ3′⊥; λ3,−1/2

})

×
∑

r

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†r(ξ5′p
+
1 ,k′5′⊥, λ5′ = −λ4′ , τ5′ = −τ4′)

]
|0〉. (3.69)

To proceed we have to insert the expression for the pion state 〈π0(pπ)| as
done before for the nucleon state |Nπ(p1, s1)〉 and make the calculations along
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the same line. We can express the pionic bra in the following way‖,

〈π0(pπ)| = 〈0|
∑

λπ0l,τπ0l

∫
dz1dz2√

z1z2

d2kπ01⊥d2kπ02⊥
16π3

δ(1− z1 − z2)δ
(2)(kπ01⊥ + kπ02⊥)

×
∑
tv

δtv√
3

[
Ψ̃π0,[f ]({zl,kπ0l⊥; λπ0l, τπ0l, cl}l=1,2)

]∗

×
[
bt(z1p

+
π ,kπ01⊥ + z1pπ⊥, λπ01, τπ01)d

v(z2p
+
π ,kπ02⊥ + z2pπ⊥, λπ02, τπ02

]
, (3.70)

where t and v are colour indexes. Inserting this state in Eq. (3.69) we get

= −〈0|
∑

λπ0l,τπ0l

∫
dz1dz2√

z1z2

d2kπ01⊥d2kπ02⊥
16π3

δ(1− z1 − z2)δ
(2)(kπ01⊥ + kπ02⊥)

× 1√
3

∑
t

[
Ψ̃π0,[f ]({zl,kπ0l⊥; λπ0l, τπ0l}l=1,2)

]∗

×
[
bt(z1p

+
π ,kπ01⊥ + z1pπ⊥, λπ01, τπ01)d

t(z2p
+
π ,kπ02⊥ + z2pπ⊥, λπ02, τπ02

]

× 24√
3x1x2x3

(
P+/p+

1

) 3
2

∫
dyd2k⊥

∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]4

1

y
√

1− y

×δ

(
y −

3∑
j=1

xj
P+

p+
1

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

3∑
j=1

xj
P+

p+
1

−
5′∑

i=4′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0

(
y,k⊥

)
u+α(x1P

+, λ1)u+β(x2P
+, λ2)

×u+γ(x3P
+, λ3)

∑

λ4′ ,λ5′
τ4′ ,τ5′

Ψ̃π,[f ]({ζi, κi⊥; λi, τi}i=4′,5′)

×Ψ̃
N,[f ]
λ′

({
x1P

+

yp+
1

, κ1′⊥; λ1, 1/2

}{
x2P

+

yp+
1

, κ2′⊥; λ2, 1/2

}{
x3P

+

yp+
1

, κ3′⊥; λ3,−1/2

})

×
∑

r

[
b†r(ξ4′p

+
1 ,k′4′⊥, λ4′ , τ4′)d

†r(ξ5′p
+
1 ,k′5′⊥, λ5′ = −λ4′ , τ5′ = −τ4′)

]
π0
|0〉,

‖We put an auxiliar index π0 wherever the notation could have been source of confusion.
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and thanks to the anticommutation relations (1.53)

− 24√
x1x2x3

(
P+

p+
1

) 3
2 ∑

λπ0l,τπ0l

∫
dyd2k⊥

∫
dz1dz2√

z1z2

∫
d2kπ01⊥d2kπ02⊥

×δ(1− z1 − z2)δ
(2)(kπ01⊥ + kπ02⊥)

[
Ψ̃π0,[f ]({zl,kπ0l⊥; λπ0l, τπ0l}l=1,2)

]∗

×
∫ (1−y)

0

5′∏

i=4′

dξi√
ξi

∫ ∏5′
i=1′ d

2k′i⊥
[2(2π)3]3

1

y
√

1− y
δ

(
y −

3∑
j=1

xj
P+

p+
1

)

×δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)
δ

(
1−

3∑
j=1

xj
P+

p+
1

−
5′∑

i=4′
ξi

)
δ(2)

( 5′∑

i=1′
k′i⊥

)

×
∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0

(
y,k⊥

)
u+α(x1P

+, λ1)u+β(x2P
+, λ2)u+γ(x3P

+, λ3)

×
∑

λ4′ ,λ5′
τ4′ ,τ5′

Ψ̃π,[f ]({ζi, κi⊥; λi, τi}i=4′,5′)

×Ψ̃
N,[f ]
λ′

({
x1P

+

yp+
1

, κ1′⊥; λ1, 1/2

}{
x2P

+

yp+
1

, κ2′⊥; λ2, 1/2

}{
x3P

+

yp+
1

, κ3′⊥; λ3,−1/2

})

×z1z2(p
+
π )2δ(z1p

+
π − ξ4′p

+
1 )δ(z2p

+
π − ξ5′p

+
1 )δ(2)

(
kπ01⊥ + z1pπ⊥ − k′4′⊥

)

×δ(2)

(
kπ02⊥ + z2pπ⊥ − k′5′⊥

)
δλπ01λ4′δλπ02λ5′δτπ01τ4′δτπ02τ5′ . (3.71)

Now we perform the integration over ξi and k′i⊥. The condition imposed by
momentum conservation are:

1− y = ξ4′ + ξ5′ = (z1 + z2)
p+

π

p+
1

=
p+

π

p+
1

. (3.72)

Furthermore we note that the intrinsic variables

ζ4′ =
ξ4′

1− y
=

z1

1− y

p+
π

p+
1

= z1, (3.73)

ζ5′ =
ξ5′

1− y
=

z2

1− y

p+
π

p+
1

= z2. (3.74)

For the transverse components of the momentum we have

−k⊥ = k′4′⊥ + k′5′⊥ = kπ01⊥ + kπ02⊥ + (z1 + z2)pπ⊥ = pπ⊥, (3.75)

and the intrinsic variables become

κ4′⊥ = k′4′⊥ + ζ4′⊥k⊥ = kπ01⊥ + z1pπ⊥ + z1k⊥ (3.76)

= kπ01⊥ + z1⊥pπ⊥ − z1pπ⊥ = kπ01⊥, (3.77)

κ5′⊥ = k′5′⊥ + ζ5′⊥k⊥ = kπ02⊥ + z2pπ⊥ + z2k⊥ (3.78)

= kπ02⊥ + z2pπ⊥ − z2pπ⊥ = kπ02⊥. (3.79)
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As a result, Eq. (3.71) becomes

− 24√
x1x2x3

(
P+

p+
1

) 3
2
∫

dyd2k⊥
[2(2π)3]2

∫ 3′∏

i=1′
d2k′i⊥

1

y

√
1− y

δ

(
y − 2ξ

P+

p+
1

)
δ

(
1− 2ξ

P+

p+
1

− p+
π

p+
1

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)

×δ(2)

(
pπ⊥ +

3′∑

i=1′
k′i⊥

) ∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0

(
y,k⊥

)

u+α(x1P
+, λ1)u+β(x2P

+, λ2)u+γ(x3P
+, λ3)

×Ψ̃
N,[f ]
λ′

( {
x1P

+

yp+
1

, κ1′⊥; λ1, 1/2

}{
x2P

+

yp+
1

, κ2′⊥; λ2, 1/2

}{
x3P

+

yp+
1

, κ3′⊥; λ3,−1/2

})

= − 24√
x1x2x3

(
1

2ξ

) 3
2
∫

dyd2k⊥
[2(2π)3]2

∫ 3′∏

i=1′
d2k′i⊥

√
y(1− y)

×δ

(
y − 2ξ

P+

p+
1

)
δ

(
1− 2ξ

P+

p+
1

− p+
π

p+
1

)
δ(2)

(
k⊥ −

3′∑

i=1′
k′i⊥

)

×δ(2)

(
pπ⊥ +

3′∑

i=1′
k′i⊥

) ∑

λ1,λ2,λ3

∑

λ′
φ

λ(N,Nπ)
λ′0

(
y,k⊥

)

×u+α(x1P
+, λ1)u+β(x2P

+, λ2)u+γ(x3P
+, λ3)

×Ψ̃
N,[f ]
λ′

( {
x1

2ξ
, κ1′⊥; λ1, 1/2

}{
x2

2ξ
, κ2′⊥; λ2, 1/2

}{
x3

2ξ
, κ3′⊥; λ3,−1/2

})
,

(3.80)

where we have made use of the normalization of the pion WF. Now we change
the variable of integration from k′i⊥ to κi⊥ with the result∗∗

Dλ
αβ,γ = − 24√

x1x2x3

(
1

2ξ

) 3
2 ∑

λ1,λ2,λ3

u+α(x1P
+, λ1)u+β(x2P

+, λ2)u+γ(x3P
+, λ3)

×
∑

λ′

∫
dyd2k⊥
[2(2π)3]2

φ
λ(N,Nπ)
λ′0

(
y,k⊥

)√
y(1− y)δ

(
1− y − p+

π

p+
1

)

×
∫ 3∏

i=1

d2κi⊥δ(2)

( 3∑
i=1

κi⊥

)
δ(2)

(
pπ⊥ + k⊥

)

×Ψ̃
N,[f ]
λ′

({
x1

2ξ
, κ1⊥; λ1, 1/2

}{
x1

2ξ
, κ2⊥; λ2, 1/2

}{
x1

2ξ
, κ3⊥; λ3,−1/2

})
.

(3.81)

∗∗Where for the sake of convenience we have also replaced the dummy primed indexes
(i = 1′, 2′, 3′) with the indexes without a prime (i = 1, 2, 3).
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This last equation is the LCWF representation for the generic matrix element
entering the definition of the TDAs. About the result in Eq. (3.81) we point out
an interesting feature. The dependence from the light-cone momentum fraction
in the LCWF is rescaled by a factor 2ξ with respect to the DAs case, as found
in Ref. [207] in the so-called “soft pion limit” [221, 222] (∆⊥ = 0, ξ → 1) and
for the pion-nucleon GDAs in Ref. [230].

Matrix Elements to be calculated

From the Eqs. (3.47) it is easy to see that the only matrix elements that
one has to calculate are: D↑

12,1, D↑
21,1, D↑

11,2, D↑
11,1, D↑

22,1, D↑
12,2, D↑

22,2 and

D↑
21,2. Then, since the Dirac indexes entering the definitions of the matrix

elements that we have to calculate in deriving the overlap representation for the
TDAs automatically fix†† the helicities of the active partons, the conservation
of the total angular momentum allows to understand whether the three partons
have to carry also orbital angular momentum (OAM). Namely if the partonic
LCWFs can have only S-wave components or must have also higher wave
contributions. Indeed, the value of the spin of the nucleon, s1, should be
obtained as a combination of the total angular momenta of the three quarks
involved in the process. This means that if the helicities of the three partons do
not sum up to give the proton spin, a contribution from the OAM is needed. In
the following we report a table which summarize and clarify these statements.

††This is because of the form of the quark LC spinors

u+(xiP
+, ↑) =

√
xiP+

√
2




1
0
1
0


 and u+(xiP

+, ↓) =

√
xiP+

√
2




0
1
0
−1


 , i = 1, ..., 3.

Indeed, the choice of α, β or γ directly fixes the quark spin, e.g. α = 1 or 3 means spin 1/2,
and α = 2 or 4 means spin -1/2 .
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Table 3.1: Summary of the combinations of helicities and OAM carried by the
active partons as results from the total angular momentum conservation law.

s1 λ1 λ2 λ3 OAM

D↑
12,1 1/2 1/2 −1/2 1/2 No

D↑
21,1 1/2 −1/2 1/2 1/2 No

D↑
11,2 1/2 1/2 1/2 −1/2 No

D↑
11,1 1/2 1/2 1/2 1/2 Y es

D↑
22,2 1/2 −1/2 −1/2 −1/2 Y es

D↑
12,2 1/2 1/2 −1/2 −1/2 Y es

D↑
21,2 1/2 −1/2 1/2 −1/2 Y es

D↑
22,1 1/2 −1/2 −1/2 1/2 Y es

Hereafter we specify the result (3.81) for the eight matrix elements:

D↑
12,1 = − 24√

x1x2x3

(
1

2ξ

) 3
2

u+1(x1P
+, 1/2)u+2(x2P

+,−1/2)u+1(x3P
+, 1/2)

×
∑

λ′

∫
dyd2k⊥
[2(2π)3]2

φ
λ(N,Nπ)
λ′0

(
y,k⊥

)√
y(1− y)δ

(
1− y − p+

π

p+
1

)

×
∫ 3∏

i=1

d2κi⊥δ(2)

( 3∑
i=1

κi⊥

)
δ(2)

(
pπ⊥ + k⊥
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(3.89)

Now, introducing the expressions (C.10) for the LCWFs and defining x′i =
xi/2ξ and a′i = (m + x′iM0), we get
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(m + x′1M0)2 + κ2

1⊥
| − 1/2〉

×〈µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
| − 1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
|1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)

×
3∏

i=1

1√
N(x′i,κ⊥i)

×
{

(
√

2/3)
[
κR

1 κR
2 κL

3

]
+ (1/

√
6)

[
a′1κ

R
2 a′3

]
+ (1/

√
6)

[
κR

1 a′2κ
L
3

]}
,
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λ′ = −1

2
⇒ Ψ̃

N,[f ]
−1/2

({
x1

2ξ
, κ1⊥;−1

2
,
1

2

}{
x1

2ξ
, κ2⊥;−1

2
,
1

2

}{
x1

2ξ
, κ3⊥;

1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
| − 1/2〉

×〈µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
| − 1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
|1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2,−1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
3∏

i=1

1√
N(x′i, κ⊥i)

×
{
− (1/

√
6)

[
a′1κ

R
2 κL

3

]
− (1/

√
6)

[
(κR

1 a′2κ
L
3

]
−

√
2/3

[
a′1a

′
2a
′
3

]}
.

• D↑
11,1 :

λ′ =
1

2
⇒ Ψ̃

N,[f ]
1/2

( {
x1

2ξ
, κ1⊥;

1

2
,
1

2

}{
x1

2ξ
, κ2⊥;

1

2
,
1

2

}{
x1

2ξ
, κ3⊥;

1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
|1/2〉

×〈µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
|1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
|1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
3∏

i=1

1√
N(x′i,κ⊥i)

×
{

(
√

2/3)
[
a′1a

′
2κ

L
3

]
− (1/

√
6)

[
a′1κ

L
2 a′3

]
− (1/

√
6)

[
κL

1 a′2a
′
3

]}
,
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λ′ = −1

2
⇒ Ψ̃

N,[f ]
−1/2

({
x1

2ξ
, κ1⊥;

1

2
,
1

2

} {
x1

2ξ
, κ2⊥;

1

2
,
1

2

}{
x1

2ξ
, κ3⊥;

1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
|1/2〉

×〈µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
|1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
|1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
3∏

i=1

1√
N(x′i, κ⊥i)

×
{

(1/
√

6)
[
a′1κ

L
2 κL

3

]
+ (1/

√
6)

[
κL

1 a′2κ
L
3

]
− (

√
2/3)

[
κL

1 κL
2 a′3

]}
.

• D↑
22,2 :

λ′ =
1

2
⇒ Ψ̃

N,[f ]
1/2

( {
x1

2ξ
, κ1⊥;−1

2
,
1

2

}{
x1

2ξ
, κ2⊥;−1

2
,
1

2

}{
x1

2ξ
, κ3⊥;−1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
| − 1/2〉〈

×µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
| − 1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
| − 1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)

×
3∏

i=1

1√
N(x′i,κ⊥i)

×
{

(
√

2/3)
[
κR

1 κR
2 a′3

]
− (1/

√
6)

[
a′1κ

R
2 κR

3 )
]
− (1/

√
6)

[
κR

1 a′2κ
R
3

]}
,
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λ′ = −1

2
⇒ Ψ̃

N,[f ]
−1/2

({
x1

2ξ
, κ1⊥;−1

2
,
1

2

}{
x1

2ξ
, κ2⊥;−1

2
,
1

2

}{
x1

2ξ
, κ3⊥;−1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
| − 1/2〉〈

×µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
| − 1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
| − 1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
3∏

i=1

1√
N(x′i, κ⊥i)

×
{√

2/3
[
a′1a

′
2κ

R
3

]
− (1/

√
6)

[
κR

1 a′2a
′
3

]
− (1/

√
6)

[
a′1κ

R
2 a′3

]}
.

• D↑
21,2 :

λ′ =
1

2
⇒ Ψ̃

N,[f ]
1/2

( {
x1

2ξ
, κ1⊥;−1

2
,
1

2

}{
x1

2ξ
, κ2⊥;

1

2
,
1

2

}{
x1

2ξ
, κ3⊥;−1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
| − 1/2〉

×〈µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
|1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
| − 1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
3∏

i=1

1√
N(x′i,κ⊥i)

×
{

(−
√

2/3)
[
κR

1 a′2a
′
3

]
− (1/

√
6)

[
κR

1 κL
2 κR

3

]
+ (1/

√
6)

[
a′1a

′
2κ

R
3

]}
,

120



3.3. Transition Distribution Amplitudes

λ′ = −1

2
⇒ Ψ̃

N,[f ]
−1/2

({
x1

2ξ
, κ1⊥;−1

2
,
1

2

}{
x1

2ξ
, κ2⊥;

1

2
,
1

2

} {
x1

2ξ
, κ3⊥;−1

2
,−1

2

})

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x′1x
′
2x
′
3

] 1
2

ψ(κ1, κ2, κ3)

×
∑

µ1µ2µ3

〈µ1|m + x′1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x′1M0)2 + κ2

1⊥
| − 1/2〉

×〈µ2|m + x′2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x′2M0)2 + κ2

2⊥
|1/2〉

×〈µ3|m + x′3M0 + iσ∗ · (ẑ× κ3⊥)√
(m + x′3M0)2 + κ2

3⊥
| − 1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
2√
3
(2π)3

[
(2ξ)3

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)

×
3∏

i=1

1√
N(x′i, κ⊥i)

×
{√

2/3
[
a′1κ

L
2 κR

1

]
− (1/

√
6)

[
κR

1 κL
2 a′3

]
+ (1/

√
6)

[
a′1a

′
2a
′
3

]}
.

Analytical Results

In this section we collect the analytical results obtained for the matrix elements
(Eqs. [(3.82)–(3.89)]) entering the definition of the eight Transition Distribu-
tion Amplitudes, see Eqs. (3.47); and then we report explicitly the LCWFs
representation for three of them.

D↑
11,2 = −8(P+)

3
2√

2
√

2

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y)

×δ

(
1− y − p+

π

p+
1

)
δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

3∏
i=1

1√
N(x′i, κ⊥i)

×
{

φ
1/2 (N,Nπ)
1/20 (y,k⊥)

[√
2a′1a

′
2a
′
3

+(1/
√

2)a′1κ
L
2 κR

3 + (1/
√

2)κL
1 a′2κ

R
3

+φ
1/2 (N,Nπ)
−1/20 (y,k⊥)

[
(1/
√

2)a′1κ
L
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√

2)κL
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′
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√
2)κL

1 κR
2 κR

3

]}
δ(2)

(
pπ⊥ + k⊥

)
; (3.90)
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• D↑
12,1 =

8(P+)
3
2√

2
√

2

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y)

×δ

(
1− y − p+

π

p+
1

)
δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

3∏
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N(x′i,κ⊥i)

×
{

φ
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1/20 (y,k⊥)

[√
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R
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√
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′
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′
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√
2)κL

1 κR
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[
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√
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′
3
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√
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′
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L
3 − (1/

√
2)κL

1 κR
2 κL

3

]}
δ(2)

(
pπ⊥ + k⊥

)
; (3.91)

• D↑
12,2 = −8(P+)

3
2√

2
√

2

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y)

×δ

(
1− y − p+

π

p+
1

)
δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

3∏
i=1
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N(x′i,κ⊥i)

×
{

φ
1/2 (N,Nπ)
1/20 (y,k⊥)

[√
2a′1κ

R
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√

2)a′1a
′
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R
3 + (1/

√
2)κL

1 κR
2 κR

3

]

+φ
1/2 (N,Nπ)
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[
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√
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′
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′
3
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√

2)κL
1 κR
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√

2)κL
1 a′2κ

R
3

]}
δ(2)

(
pπ⊥ + k⊥

)
; (3.92)

• D↑
11,1 =

8(P+)
3
2√

2
√

2

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y))

×δ

(
1− y − p+

π

p+
1

)
δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

3∏
i=1

1√
N(x′i,κ⊥i)

×
{

φ
1/2 (N,Nπ)
1/20 (y,k⊥)

[√
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′
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L
3
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√
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L
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√
2)κL
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′
3

]

+φ
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√
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L
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√

2)κL
1 a′2κ

L
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√
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1 κL
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]}
δ(2)

(
pπ⊥ + k⊥

)
; (3.93)
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• D↑
21,1 =

8(P+)
3
2√

2
√

2

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y)

×δ

(
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π
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1

)
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κi⊥
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×
{

φ
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[√
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√
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′
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√
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]}
δ(2)

(
pπ⊥ + k⊥

)
; (3.94)

• D↑
22,1 = −8(P+)
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2
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2
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] 1
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×
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√
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)
; (3.95)

• D↑
22,2 = −8(P+)

3
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2
√

2
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x1x2x3

] 1
2
∫
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∫ 3∏
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×δ
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π
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1

)
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κi⊥
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×
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√
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R
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√
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R
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+φ
1/2 (N,Nπ)
−1/20 (y,k⊥)

[√
2a′1a

′
2κ

R
3

−(1/
√

2)κR
1 a′2a

′
3 − (1/

√
2)a′1κ

R
2 a′3

]}
δ(2)

(
pπ⊥ + k⊥

)
; (3.96)
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• D↑
21,2 = −8(P+)

3
2√

2
√

2

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y)

×δ

(
1− y − p+

π

p+
1

)
δ(2)

( 3∑
i=1

κi⊥

)
ψ(κ1, κ2, κ3)

3∏
i=1

1√
N(x′i,κ⊥i)

×
{

φ
1/2 (N,Nπ)
1/20 (y,k⊥)

[√
2κR

1 a′2a
′
3

+(1/
√

2)κR
1 κL

2 κR
3 − (1/

√
2)a′1a

′
2κ

R
3

]

+φ
1/2 (N,Nπ)
−1/20 (y,k⊥)

[√
2a′1κ

L
2 κR

3

−(1/
√

2)κR
1 κL

2 a′3 + (1/
√

2)a′1a
′
2a
′
3

]}
δ(2)

(
pπ⊥ + k⊥

)
. (3.97)

Now we are ready to express the TDAs in the LCWFs formalism. We report
here as examples the expressions we obtained for the TDAs V pπ0

1 , Apπ0

1 and
T pπ0

1 , because these three TDAs are the only ones already studied in literature.
Indeed, as already mentioned, in a series of articles Pire and collaborators [207]
analyzed them in the so-called “soft-pion limit” [221, 222] (see later) making
some predictions for JLab and GSI kinematics.

V pπ0

1 = −i
1√
2P+

(√
p+

1√
2

)−1
fπ

fN

(
D↑

12,1 + D↑
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)

= −i4
√

2
fπ

fN

√
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p+
1

[
1
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ω1ω2ω3

x1x2x3

] 1
2
∫

dyd2k⊥
16π3

∫ 3∏
i=1

d2κi⊥
√

y(1− y)

×δ(2)

( 3∑
i=1

κi⊥

)
δ

(
1− y − p+

π

p+
1

)
δ(2)

(
pπ⊥ + k⊥

)
ψ(κ1, κ2, κ3)
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1√
N(x′i,κ⊥i)

×
{

φ
1/2 (N,Nπ)
1/20 (y,k⊥)

[
a′1a
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2a
′
3 + a′1κ
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2 κL
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1

2
κL

1 κR
2 a′3 + κR

1 a′2κ
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1

2
κR

1 κL
2 a′3

]

+φ
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1

2
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2 κL

3 − a′1κ
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]}
;

(3.98)
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Apπ0

1 = i
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(3.99)

T pπ0

1 = i
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(3.100)

Numerical Result

In this subsection we report the numerical predictions for the TDAs. In
Figs. [(3.2)–(3.7)] are shown some examples of our results for the TDAs ob-
tained with the momentum part of the WF described by means of the param-
eterization of Ref. [63].
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Figure 3.2: Results for the TDA V pπ0

1 at ∆2=-0.1GeV2 and ξ=0.9 obtained
with the momentum part of the LCWF taken from [63].
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Figure 3.3: Results for the TDA Apπ0

1 at ∆2=-0.1GeV2 and ξ=0.9 obtained
with the momentum part of the LCWF taken from [63].
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Figure 3.4: Results for the TDA T pπ0

1 at ∆2=-0.1GeV2 and ξ=0.9 obtained
with the momentum part of the LCWF taken from [63].
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Figure 3.5: Results for the TDA V pπ0

2 at ∆2=-0.1GeV2 and ξ=0.9 obtained
with the momentum part of the LCWF taken from [63].
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Figure 3.6: Results for the TDA T pπ0

2 at ∆2=-0.1GeV2 and ξ=0.9 obtained
with the momentum part of the LCWF taken from [63].
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Figure 3.7: Results for the TDA T pπ0

3 at ∆2=-0.1GeV2 and ξ=0.9 obtained
with the momentum part of the LCWF taken from [63].
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3. Light-Cone Wave Functions and Meson-Cloud Model

Thanks to the results reported in these figures it is possible to conclude
that not only the TDAs that survive the “soft-pion” limit are mesurable and
contribute to the cross sections of the processes taken into account, but a
significant contribution could come from a not “collinear”kinematics also. The

only TDA identically zero in all the kinematics results to be T pπ0

4 .
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Chapter 4
Conclusions and future
perspectives

The problem of understanding the inner structure of the nucleon is one of
the great challenges in present particle and nuclear physics. This issue has
been protagonist of an intensive experimental and theoretical investigation
over the last decades, in particular by exploring QCD parton model in deep
inelastic scattering processes in terms of parton distribution functions, in semi-
inclusive deep inelastic scattering in terms of transverse momentum dependent
parton distributions, and in exclusive processes by means of the distribution
amplitudes, generalized parton distributions and generalized distribution am-
plitudes.
In this thesis we used the overlap representation in term of light-cone wave
functions a convenient way to make explicit which kind of information on
hadron structure is contained in some of these quantities. Initially, in the first
part of the work we confined our analysis to the three-quark sector of the
Fock-space expansion of the nucleon state. In other words we truncated the
light-cone expansion of the nucleon state to the minimal Fock-space configu-
ration. In the three valence quarks sector we studied the distribution ampli-
tudes and the parton distribution functions, giving a general light-cone wave
functions representation and applying the formalism obtained to two differ-
ent light-cone constituent quark models. The starting point is the three-quark
wave function obtained as a solution of the eigenvalue equation in the so-called
instant-form dynamics. Then, the corresponding solution in light-cone dynam-
ics is derived by means of a unitary transformation represented by the product
of Melosh rotations acting on the spin of the individual quarks. In our analysis
we constructed the instant form wave function factorizing the momentum part,
spherically symmetric and invariant under permutations, from the spin-isospin
part. For the spin-isospin part the only assumption we made is the require-
ment of SU(6) symmetry. The Melosh rotations convert the Pauli spinors of
quarks in the rest frame to light-cone spinors and, moreover, introduce spin-
flip terms which generate non-zero orbital angular momentum components and
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4. Conclusions and future perspectives

non-trivial correlations among quarks transverse momenta and their spin. Our
results for the distribution amplitudes are in much better agreement with data
fit and lattice QCD calculations than other model calculations in literature.

As for the parton distribution functions we found, taking into account that
we are working within a constituent quark model, a fair description of the
unpolarized and polarized distribution function; whereas for the transversity
distribution our predictions obtained with the momentum part of the wave
function described by the hypercentral constituent quark model are in as-
tonishing agreement with the preliminary extraction from data performed by
Anselmino and collaborators. On the other side, the results we got with the
Schlumpf parametrization do not compare so well.

In the second part of the thesis we extend our analysis to include the
next to leading Fock-state component in the nucleon state expansion, i.e. a
five partons configuration composed of a cluster of three quarks and a quark-
antiquark pair, in the so-called meson-cloud model. With the term meson-
cloud model are indicated all the models that describe the nucleon as a bare
nucleon surrounded by a mesonic cloud. Along the years thanks to the meson-
cloud model it has been possible to account for some intriguing experimental
results which can not be explained within the usual constituent quark model,
e.g. breaking of the SU(2) flavour and charge symmetries of the “Dirac sea”,
the problem of the spin of the proton, etc.
After recalling the description of the nucleon state with the inclusion of the
pion-cloud degrees of freedom in terms of light-cone wave functions obtained by
Pasquini and Boffi we applied this formalism to the study of a brand-new class
of hadronic observables, the transition distribution amplitudes. These new
observables enter the description of some peculiar exclusive processes where
initial and final states are two different hadronic states.
Working in the framework of the meson-cloud model mentioned above we give
the general overlap representation of the eight nucleon to pion TDAs and we
give also some numerical estimates of them with the momentum part of the
wave function taken from the model of Schlumpf.

Our work shows for the first time in literature that in general not only the
three transition distribution amplitudes non vanishing in the limit ∆T → 0 are
different from zero, but also the other can in principle be measured even if they
have no direct connection with the three leading twist distribution amplitudes.

In the future, as a straightforward application of our calculation it would
be interesting to give some estimation for the proton decay processes p → π0e+

and p → π+ν̄ allowed in a Grand Unified Theory (GUT) such as the minimal
SU(5). Indeed, the proton decay (partial width) calculation [231],

Γ(p → π0e+) ∝ α2
5(MX)|a1 − A2|2 M

M4
X

, (4.1)

with α5 coupling constant of the GUT and MX unification scale, involves two
matrix elements that are equivalent to that entering the transition distribution
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amplitudes definition,

〈π0|εijk(uiCdj)uk
γ|P 〉 = A1Nγ, (4.2)

〈π+|εijk(uiCγ5dj)(γ5uk)γ|P 〉 = A2Nγ, (4.3)

where C is the charge conjugation matrix and N is the nucleon spinor.

Another interesting issue that should be addressed is the possibility to give
an impact parameter representation of the transition distribution amplitudes,
as done for the generalized parton distributions [232], which would allow the
description of the transverse localization of the virtual pion inside the nucleon.
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Appendix A
Symmetry properties of the
Nucleon Distribution
Amplitudes

In this Appendix following Ref. [59] we show why at leading twist-three there
is just one independent DA.
Since the operator on the l.h.s. of Eq. (2.15) is symmetric under the exchange
of the two u-quarks, this property implies that the V1- and T1-functions are
symmetric and the A1-function is antisymmetric under the exchange of the
first two arguments, respectively:

V1(1, 2, 3) = V1(2, 1, 3) ,

A1(1, 2, 3) = −A1(2, 1, 3) ,

T1(1, 2, 3) = T1(2, 1, 3) . (A.1)

In addition, the matrix element in Eq. (2.15) has to fulfill the symmetry relation

〈0| εijkui
α(1)uj

β(2)dk
γ(3) |P 〉

+ 〈0| εijkui
α(1)uj

γ(3)dk
β(2) |P 〉

+ 〈0| εijkui
γ(3)uj

β(2)dk
α(1) |P 〉 = 0 (A.2)

that follows from the condition that the nucleon state has isospin 1/2:

(
T 2 − 1

2

(
1

2
+ 1

))
〈0| εijkui

α(1)uj
β(2)dk

γ(3) |P 〉 = 0 , (A.3)

where

T 2 =
1

2
(T+T− + T−T+) + T 2

3 (A.4)
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and T± are the usual isospin step-up and step-down operators. Defining

(v1)αβ,γ ≡ (6pC)αβ

(
γ5N

+
)

γ

(a1)αβ,γ ≡ (6pγ5C)αβ N+
γ

(t1)αβ,γ ≡ (iσ⊥pC)αβ

(
γ⊥γ5N

+
)

γ
(A.5)

and applying the set of Fierz transformations

(v1)γβ,α =
1

2
(v1 − a1 − t1)αβ,γ

(a1)γβ,α =
1

2
(−v1 + a1 − t1)αβ,γ

(t1)γβ,α = − (v1 + a1)αβ,γ (A.6)

one ends up with the condition

2T1(1, 2, 3) = [V1 − A1](1, 3, 2) + [V1 − A1](2, 3, 1) , (A.7)

which allows one to express the tensor DA of the leading twist in terms of the
vector and axial vector distributions. Since the latter have different symmetry,
they can be combined together to define the single independent leading twist-3
proton DA

Φ(x1, x2, x3) = [V1 − A1](x1, x2, x3) (A.8)

which is well known and received a lot of attention in the literature. The
neutron leading twist DA Φn

3 (x1, x2, x3) (note the superscript n) can readily be
obtained by the interchange of u and d quarks in the defining equation (2.15).
For all invariant functions F = V, A, T proton and neutron DAs differ by an
overall sign:

F p(1, 2, 3) = −F n(1, 2, 3) , (A.9)

as follows from the isospin symmetry. This property is retained for all twists.
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Appendix B
Matrix elements for the
Distribution Amplitudes

Here we report all the matrix elements involved in the definitions of the DAs
that it is possible to obtain varying the Dirac indexes α, β and γ, and the
nucleon’s helicity ↑ / ↓ in Eq. (2.15),

• M
↑/↓
11,γ = −M

↑/↓
13,γ = M

↑/↓
31,γ = −M

↑/↓
33,γ

M↑
11,1 = 0 (B.1)

M↑
11,2 = − 4

√
2fN(p+

1 )
3
2 T1 (B.2)

M↑
11,3 = 0 (B.3)

M↑
11,4 =

4
√

2fN(p+
1 )

3
2 T1 (B.4)

M↓
11,1 = 0 (B.5)

M↓
11,2 = 0 (B.6)

M↓
11,3 = 0 (B.7)

M↓
11,4 = 0 (B.8)
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• M
↑/↓
12,γ = −M

↑/↓
14,γ = M

↑/↓
32,γ = −M

↑/↓
34,γ

M↑
12,1 =

1√
2
√

2
fN(p+

1 )
3
2

(
V1 − A1

)
(B.9)

M↑
12,2 = 0 (B.10)

M↑
12,3 =

1√
2
√

2
fN(p+

1 )
3
2

(
V1 − A1

)
(B.11)

M↑
12,4 = 0 (B.12)

M↓
12,1 = 0 (B.13)

M↓
12,2 = − 1√

2
√

2
fN(p+

1 )
3
2

(
V1 + A1

)
(B.14)

M↓
12,3 = 0 (B.15)

M↓
12,4 =

1√
2
√

2
fN(p+

1 )
3
2

(
V1 + A1

)
(B.16)

• M
↑/↓
21,γ = M

↑/↓
23,γ = −M

↑/↓
41,γ = −M

↑/↓
43,γ

M↑
21,1 =

1√
2
√

2
fN(p+

1 )
3
2

(
V1 + A1

)
(B.17)

M↑
21,2 = 0 (B.18)

M↑
21,3 =

1√
2
√

2
fN(p+

1 )
3
2

(
V1 + A1

)
(B.19)

M↑
21,4 = 0 (B.20)

M↓
21,1 = 0 (B.21)

M↓
21,2 =

1√
2
√

2
fN(p+

1 )
3
2

(
− V1 + A1

)
(B.22)

M↓
21,3 = 0 (B.23)

M↓
21,4 =

1√
2
√

2
fN(p+

1 )
3
2

(
V1 − A1

)
(B.24)
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• M
↑/↓
22,γ = −M

↑/↓
24,γ = −M

↑/↓
42,γ = M

↑/↓
44,γ

M↑
22,1 = 0 (B.25)

M↑
22,2 = 0 (B.26)

M↑
22,3 = 0 (B.27)

M↑
22,4 = 0 (B.28)

M↓
22,1 =

4
√

2fN(p+
1 )

3
2 T1 (B.29)

M↓
22,2 = 0 (B.30)

M↓
22,3 =

4
√

2fN(p+
1 )

3
2 T1 (B.31)

M↓
22,4 = 0 (B.32)
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Appendix C
Light-cone Wave Functions and
Melosh Rotations

In this Appendix we derive with a certain detail the spin and isospin part of
the LCWFs entering the definition of the DAs and other hadronic observables.
The expression for the LCWFs can be obtained, as shown in Ref. [45], thanks
to a transformation from the instant-form to the front-form representation of
relativistic Hamiltonian dynamics. Following the procedure adopted in [45],
we can write a generic nucleon LCWFs as

Ψ̃
N,[f ]
λ ({xi}, {ki}, {λi}, {τi}) = ψ̃(k1,k2,k3)

×
∑

µ1µ2µ3

D
1/2∗
µ1λ1

(Rcf (k1))D
1/2∗
µ2λ2

(Rcf (k2))

×D
1/2∗
µ3λ3

(Rcf (k3))Φλτ (µ1, µ2, µ3, τ1, τ2, τ3),

(C.1)

where D
1/2
λµ (Rcf (k)) is a matrix element of the Melosh rotation Rcf [46],

D
1/2
λµ (Rcf (k)) = 〈λ|Rcf (xM0,k⊥)|µ〉

= 〈λ|m + xM0 − iσ · (ẑ× k⊥)√
(m + xM0)2 + k2

⊥
|µ〉. (C.2)

In Eq. (C.2) we have separated the spin-isospin part from the space part of
the canonical (in instant form respresentation, note te superscript [c]) wave
function,

Ψ̃
[c]
λ ({ki}, {λi}, {τi}) = ψ̃(k1,k2,k3)Φλτ (µ1, µ2, µ3, τ1, τ2, τ3), (C.3)

with

Φλτ (µ1, µ2, µ3, τ1, τ2, τ3) =
1√
2

[
Φ̃0

λ(µ1, µ2, µ3)Φ̃
0
τ (τ1, τ2, τ3)

+Φ̃1
λ(µ1, µ2, µ3)Φ̃

1
τ (τ1, τ2, τ3)

]
, (C.4)
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and

Φ̃S12
λ =

∑
MS12

〈1/2, µ1; 1/2, µ2|S12,MS12〉〈S12,MS12 ; 1/2, µ3|1/2, λ〉. (C.5)

In the case we are dealing with we can fix the isospin variables of the three
quarks involved in the process,

Ψ̃N,[f ]({xi}, {ki}, {λi}, {uud}) = ψ̃(k1,k2,k3)
∑

µ1µ2µ3

D
1/2∗
µ1λ12(Rcf (k1))

×D
1/2∗
µ2λ2

(Rcf (k2))D
1/2∗
µ3λ3

(Rcf (k3))

×Φλτ

(
µ1, µ2, µ3, τ1 =

1

2
, τ2 =

1

2
, τ3 = −1

2

)

= ψ̃(k1,k2,k3)
1√
2
Φ̃1

τ (1/2, 1/2,−1/2)

×
∑

µ1µ2µ3

D
1/2∗
µ1λ1

(Rcf (k1))D
1/2∗
µ2λ2

(Rcf (k2))

×D
1/2∗
µ3λ3

(Rcf (k3))Φ̃
1
λ(µ1, µ2, µ3), (C.6)

where the isospin part of the wave function is

Φ̃1
τ (1/2, 1/2,−1/2) =

√
2

3
. (C.7)

The momentum-dependent wave function in Eq. (C.6) is defined as

ψ̃(k1,k2,k3) = 2(2π)3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(k1,k2,k3), (C.8)

where M0 = ω1 +ω2 +ω3 is the mass of the noninteracting three-quark system,
with ωi ≡ k0

i = (k+
i + k−i )/

√
2.

The spin dependent part in Eq. (C.6) is given by

Φ̃λ(λ1, λ2, λ3) =
∑

µ1µ2µ3

D
1/2∗
µ1λ12(Rcf (k1))D

1/2∗
µ2λ2

(Rcf (k2))

×D
1/2∗
µ3λ3

(Rcf (k3))Φ̃
1
λ(µ1, µ2, µ3). (C.9)

140



Replacing in Eq. (C.6) the Eqs. (C.7) and (C.8) we get

ΨN,[f ]({xi}, {ki}, {λi}, {τi}) =
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x1x2x3

]1/2

ψ(k1,k2,k3)

×
∑

µ1µ2µ3

D
1/2∗
µ1λ1

(Rcf (k1)) D
1/2∗
µ2λ2

(Rcf (k2))

×D
1/2∗
µ3λ3

(Rcf (k3))Φ̃
1
λ(µ1, µ2, µ3)

=
2√
3
(2π)3

[
1

M0

ω1ω2ω3

x1x2x3

]1/2

ψ(k1,k2,k3)

×
∑

µ1µ2µ3

〈µ1|m + x1M0 + iσ∗ · (ẑ× k1⊥)√
(m + x1M0)2 + k2

1⊥
|λ1〉

×〈µ2|m + x2M0 + iσ∗ · (ẑ× k2⊥)√
(m + x2M0)2 + k2

2⊥
|λ2〉

×〈µ3|m + x3M0 + iσ∗ · (ẑ× k3⊥)√
(m + x3M0)2 + k2

3⊥
|λ3〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉

×〈1, MS12 ; 1/2, µ3|1/2, λ〉.

In general, we have

∑
µ

〈µ|m + xiM0 + iσ∗ · (ẑ× k⊥)√
(m + xiM0)2 + k2

⊥
|λ〉 =

1√
(m + xiM0)2 + k2

⊥

×
[
〈1/2|m + xiM0 + iσ∗ · (ẑ× k⊥)|λ〉+ 〈−1/2|m + xiM0 + iσ∗ · (ẑ× k⊥)|λ〉

]

=
1√

(m + xiM0)2 + k2
⊥

[
〈1/2|m + xiM0 + iσ∗ ·

î ĵ k̂
0 0 1
kx ky 0

|λ〉

+〈−1/2|m + xiM0 + iσ∗ ·
î ĵ k̂
0 0 1
kx ky 0

|λ〉
]

=
1√

(m + xiM0)2 + k2
⊥

[
〈1/2|m + xiM0 + i(σ∗ykx − σxky)|λ〉

+〈−1/2|m + xiM0 + i(σ∗ykx − σxky)|λ〉
]
, (C.10)

where, as usual

σx = σ∗x =

(
0 1
1 0

)
and σ∗y = −σy =

(
0 i
−i 0

)
. (C.11)
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C. Light-cone Wave Functions and Melosh Rotations

Therefore to obtain the final expression for the LCWFs we have to specify
the λi (i = 1, ..., 3) and λ′ dependence. The value of λ′ enters only in the
Clebsh-Gordan coefficient Φ̃1

λ′(µ1, µ2, µ3) giving:

Φ̃1
1/2(µ1, µ2, µ3) =

∑
µ1µ2µ3

∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉

×〈1,MS12 ; 1/2, µ3|1/2, 1/2〉
=

∑
µ1µ2µ3

[
〈1/2, µ1; 1/2, µ2|1, 1〉〈1, 1; 1/2, µ3|1/2, 1/2〉

+〈1/2, µ1; 1/2, µ2|1, 0〉〈1, 0; 1/2, µ3|1/2, 1/2〉
+〈1/2, µ1; 1/2, µ2|1,−1〉〈1,−1; 1/2, µ3|1/2, 1/2〉

]

=

[
〈1/2, 1/2; 1/2, 1/2|1, 1〉〈1, 1; 1/2,−1/2|1/2, 1/2〉

(
µ1 = µ2 =

1

2
, µ3 = −1

2

)

+ 〈1/2, 1/2; 1/2,−1/2|1, 0〉〈1, 0; 1/2, 1/2|1/2, 1/2〉
(

µ1 = µ3 =
1

2
, µ2 = −1

2

)

+ 〈1/2,−1/2; 1/2, 1/2|1, 0〉〈1, 0; 1/2, 1/2|1/2, 1/2〉
(

µ1 = −1

2
, µ2 = µ3 =

1

2

)]

=

[ (√
2

3

) (
µ1 = µ2 =

1

2
, µ3 = −1

2

)

−
(√

1

6

) (
µ1 = µ3 =

1

2
, µ2 = −1

2

)

−
(√

1

6

) (
µ1 = −1

2
, µ2 = µ3 =

1

2

) ]
, (C.12)

and

Φ̃1
−1/2(µ1, µ2, µ3) =

∑
µ1µ2µ3

∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉

×〈1,MS12 ; 1/2, µ3|1/2,−1/2〉
=

∑
µ1µ2µ3

[
〈1/2, µ1; 1/2, µ2|1, 1〉〈1, 1; 1/2, µ3|1/2,−1/2〉

+〈1/2, µ1; 1/2, µ2|1, 0〉〈1, 0; 1/2, µ3|1/2,−1/2〉
+〈1/2, µ1; 1/2, µ2|1,−1〉〈1,−1; 1/2, µ3|1/2,−1/2〉

]

=

[
〈1/2, 1/2; 1/2,−1/2|1, 0〉〈1, 0; 1/2,−1/2|1/2,−1/2〉

(
µ1 =

1

2
, µ2 = µ3 = −1

2

)

+ 〈1/2,−1/2; 1/2, 1/2|1, 0〉〈1, 0; 1/2,−1/2|1/2,−1/2〉
(

µ1 = µ3 = −1

2
, µ2 =

1

2

)

+ 〈1/2,−1/2; 1/2,−1/2|1,−1〉〈1,−1; 1/2, 1/2|1/2,−1/2〉
(

µ1 = µ2 = −1

2
, µ3 =

1

2

)]

142



=

[ (√
1

6

) (
µ1 =

1

2
, µ2 = µ3 = −1

2

)
+

(√
1

6

) (
µ1 = µ3 = −1

2
, µ2 =

1

2

)

−
(√

2

3

) (
µ1 = µ2 = −1

2
, µ3 =

1

2

)]
. (C.13)

Now we are ready to give an expression for the spin and isospin part of the
LCWFs appearing in the overlap representation (2.24) of the matrix elements

M
↑/↓
αβ,γ in Eqs. (2.16)

• M↑
12,1 ⇒ λ′ = 1

2
:

Ψ̃
N,[f ]
1/2

(
{x1, κ1⊥; 1/2, 1/2}{x2, κ2⊥;−1/2, 1/2}{x3, κ3⊥; 1/2,−1/2}

)

=
16π3

√
3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
∑

µ1µ2µ3

〈µ1|m + x1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x1M0)2 + κ2

1⊥
|1/2〉

×〈µ2|m + x2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x2M0)2 + κ2

2⊥
| − 1/2〉〈µ3|m + x3M0 + iσ∗ · (ẑ× κ3⊥)√

(m + x3M0)2 + κ2
3⊥

|1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
16π3

√
3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
∏

i

1√
N(x′i,κ⊥i)

{ (
−

√
2/3

) [
a1κ

R
2 κL

3

]

−
(
1/
√

6
) [

a1a2a3

]
+

(
1/
√

6
) [

κL
1 κR

2 a3

]}
;

• M↑
21,1 ⇒ λ′ = 1

2
:

Ψ̃
N,[f ]
1/2

(
{x1, κ1⊥;−1/2, 1/2}{x2, κ2⊥; 1/2, 1/2}{x3, κ3⊥; 1/2,−1/2}

)
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=
16π3

√
3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
∑

µ1µ2µ3

〈µ1|m + x1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x1M0)2 + κ2

1⊥
| − 1/2〉

〈µ2|m + x2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x2M0)2 + κ2

2⊥
|1/2〉〈µ3|m + x3M0 + iσ∗ · (ẑ× κ3⊥)√

(m + x3M0)2 + κ2
3⊥

|1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

= −16π3

√
3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
∏

i

1√
N(x′i, κ⊥i)

{(√
2/3

) [
κR

1 a2κ
L
3

]

+
(
1/
√

6
) [

a1a2a3

]
−

(√
1/6

) [
κR

1 κL
2 a3

]}
;

• M↑
11,2 ⇒ λ′ = 1

2
:

Ψ̃
N,[f ]
1/2

(
{x1, κ1⊥; 1/2, 1/2}{x2, κ2⊥; 1/2, 1/2}{x3, κ3⊥;−1/2,−1/2}

)

=
16π3

√
3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
∑

µ1µ2µ3

〈µ1|m + x1M0 + iσ∗ · (ẑ× κ1⊥)√
(m + x1M0)2 + κ2

1⊥
|1/2〉

×〈µ2|m + x2M0 + iσ∗ · (ẑ× κ2⊥)√
(m + x2M0)2 + κ2

2⊥
|1/2〉〈µ3|m + x3M0 + iσ∗ · (ẑ× κ3⊥)√

(m + x3M0)2 + κ2
3⊥

| − 1/2〉

×
∑
MS12

〈1/2, µ1; 1/2, µ2|1,MS12〉〈1,MS12 ; 1/2, µ3|1/2, 1/2〉

=
16π3

√
3

[
1

M0

ω1ω2ω3

x1x2x3

] 1
2

ψ(κ1, κ2, κ3)
∏

i

1√
N(xi,k⊥i)

{(√
2/3

) [
a1a2a3

]

+
(
1/
√

6
) [

a1κ
L
2 κR

3

]
+

(
1/
√

6
) [

κL
1 a2κ

R
3

]}
.
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Appendix D
Matrix elements for the TDAs

Here we report all the matrix elements involved in the definitions of the TDAs
that it is possible to obtain varying the Dirac indexes α, β and γ, and the
nucleon’s helicity ↑ / ↓ in Eq. (3.46)

• D
↑/↓
11,γ = D

↑/↓
13,γ = D

↑/↓
31,γ = D

↑/↓
33,γ

D↑
11,1 = i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
T pπ0

2 − T pπ0

3

)
(D.1)

D↑
11,2 = i

P+

√
2

√
p+

1√
2

fN

fπ

[
M−2T pπ0

4

(
∆2

T1 + ∆2
T2

)
− 2T pπ0

1

]
(D.2)

D↑
11,3 = i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
T pπ0

2 − T pπ0

3

)
(D.3)

D↑
11,4 = i

P+

√
2

√
p+

1√
2

fN

fπ

[
−M−2T pπ0

4

(
∆2

T1 + ∆2
T2

)
+ 2T pπ0

1

]
(D.4)

D↓
11,1 = −i

P+

√
2M2

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)2

T pπ0

4 (D.5)

D↓
11,2 = i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
T pπ0

2 + T pπ0

3

)
(D.6)

D↓
11,3 = −i

P+

√
2M2

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)2

T pπ0

4 (D.7)

D↓
11,4 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
T pπ0

2 + T pπ0

3

)
(D.8)
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• D
↑/↓
12,γ = −D

↑/↓
14,γ = D

↑/↓
32,γ = −D

↑/↓
34,γ

D↑
12,1 = i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 − Apπ0

1

)
(D.9)

D↑
12,2 = i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
V pπ0

2 + Apπ0

2

)
(D.10)

D↑
12,3 = i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 − Apπ0

1

)
(D.11)

D↑
12,4 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
V pπ0

2 + Apπ0

2

)
(D.12)

D↓
12,1 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
V pπ0

2 − Apπ0

2

)
(D.13)

D↓
12,2 = i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 + Apπ0

1

)
(D.14)

D↓
12,3 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
V pπ0

2 − Apπ0

2

)
(D.15)

D↓
12,4 = −i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 + Apπ0

1

)
(D.16)

• D
↑/↓
21,γ = D

↑/↓
23,γ = −D

↑/↓
41,γ = −D

↑/↓
43,γ

D↑
21,1 = i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 + Apπ0

1

)
(D.17)

D↑
21,2 = i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
V pπ0

2 − Apπ0

2

)
(D.18)

D↑
21,3 = i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 + Apπ0

1

)
(D.19)

D↑
21,4 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
V pπ0

2 − Apπ0

2

)
(D.20)
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D↓
21,1 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
V pπ0

2 + Apπ0

2

)
(D.21)

D↓
21,2 = i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 − Apπ0

1

)
(D.22)

D↓
21,3 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 − i∆T2

)(
V pπ0

2 + Apπ0

2

)
(D.23)

D↓
21,4 = −i

P+

√
2

√
p+

1√
2

fN

fπ

(
V pπ0

1 − Apπ0

1

)
(D.24)

• D
↑/↓
22,γ = −D

↑/↓
24,γ = −D

↑/↓
42,γ = D

↑/↓
44,γ

D↑
22,1 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
T pπ0

2 + T pπ0

3

)
(D.25)

D↑
22,2 = −i

P+

√
2M2

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)2

T pπ0

4 (D.26)

D↑
22,3 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
T pπ0

2 + T pπ0

3

)
(D.27)

D↑
22,4 = i

P+

√
2M2

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)2

T pπ0

4 (D.28)

D↓
22,1 = i

P+

√
2

√
p+

1√
2

fN

fπ

[
M−2T pπ0

4

(
∆2

T1 + ∆2
T2

)
− 2T pπ0

1

]
(D.29)

D↓
22,2 = −i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
T pπ0

2 − T pπ0

3

)
(D.30)

D↓
22,3 = i

P+

√
2

√
p+

1√
2

fN

fπ

[
M−2T pπ0

4

(
∆2

T1 + ∆2
T2

)
− 2T pπ0

1

]
(D.31)

D↓
22,4 = i

P+

√
2M

√
p+

1√
2

fN

fπ

(
∆T1 + i∆T2

)(
T pπ0

2 − T pπ0

3

)
(D.32)
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J. Blümlein and H. Böttcher, Nucl. Phys. B 636, 225 (2002);
Y. Goto et al., Phys. Rev. D 62, 034017 (2000); Int. J. Mod. Phys. A 18,
1203 (2003).
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