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## Introduction

New topics in physics are related to the possibility of performing ultraprecise measurements. Among these measurements, interferometry is the technique that has given the most spectacular achievements. Of historical importance are, among others, measurement apparatuses like the Mach-Zehnder or the Michelson interferometers. Today, the use of this technique applied to several research fields, both fundamental and applicative, is still important: some examples are the detection of gravitational waves, quantum litography, optical gyroscopes, radio telescopes etc.

Essentially, interferometry consists in the measurement of the phase shift between different optical paths in the arms of an interferometer. Such phase shift can be generated, for example, by changing the refractive index of one of the arms; by means of a measurement of a suitable observable, information on the relative phase can be recovered and in turn, information on some characteristics of a media, such as the refractive index, can be obtained with a certain precision. Since the phase is not directly measured, but is inferred from the measurement of an observable, it is said that a phase estimation is performed: this is an application of the estimation theory by means of optical interferometry.

The quantum mechanical noise that is intrinsic in any measurement (and is a consequence of the Heisenberg uncertainty relations) implies that the precision on the parameter that has to be estimated is limited by the so called Shot Noise (SN), at least if only classical states are employed. However, if states that exhibit quantum features, such as entanglement or squeezing, are employed then the SN can be beaten. This is the most exciting discovery of the last years concerning this research field and experimental realizations have been given primarily in quantum optics, where quantum mechanics is applied to phenomena involving light.

The SN beating moreover is not the last step. In the last decade a way to ideally reach the ultimate limit in precision phase measurements, the so called Heisenberg Limit (HL), has been also proposed: Unfortunately, an experimental proof of this case is very demanding, due to the high sensitivity to noise of the states of light necessary to achieve this limit. We will encounter cases in
optics for which the loss of only one photon prevents from reaching the HL.
A fundamental question naturally arises, namely: "what is the best strategy to extract information on some parameter in precision measurement when noise is introduced?" We have tried to answer to this question in the quantum optics domain.

Most of the previous literature analyzes the best strategy in estimations of phase shifts and absolute phases exploiting the results of the Quantum Estimation Theory (QET) initially developed by Holevo [30] but neglecting the problem of the loss of photons. Only very recently [38, 39], an investigation in this direction was performed.

In the present work I will present a simple but robust absolute phase estimation strategy that could be also used in the interferometric domain. This result is very important because it suggests how to perform a robust measurement in a very simple way.

If we move to multimode interferometry, the application of QET in the presence of noise becomes more complex since mixed multipartite states are involved. Nevertheless, the study of these states allows one to introduce a heuristic but efficient criterion to see whether a quantum state can or cannot be robust to the loss of photons, namely if it can still carry information on the phase parameter with an acceptable precision. Such a criterion consists in degrading the entanglement of a multipartite Maximally Entangled State (MES) in order to have a multimode Partially Entangled State (PES). The key idea, first proposed in [29], in which the use of partially entangled light was suggested in order to have an enhancement in the estimation of position of some light sources, is that a less entangled state can tolerate the loss of some photons at the cost of a lower precision in the estimation of the phase. In this way we see that a tradeoff between robustness and precision naturally emerges. A contribution to this multimode interferometry has been also given by presenting some theoretical measurement strategies in which a particular PES is used. We will concretely see how this method can give in principle good results in terms of robustness to loss of photons. Moreover, we will clarify that the maximally entangled states are not always so sensitive to noise, at least in quantum optics, and a particular class of MES can also be employed in noisy measurements as demonstrated by Huver et al. in [38].

As already mentioned, interferometry can be exploited for different aims: so in addition to the above research we have also investigated the problem of discriminating between two optical absorbers characterized by different transmissivities. We have analyzed a simple optical scheme based on the entangling property of the beam splitter when squeezed light is employed. The most important result is that such simple optical set-up can give better performance than the one in which the light field is put directly in the medium for some values of the experimental parameters. We have limited our analysis to the so called Gaussian states, a particular class of states easily obtainable in the laboratory.

The aim of this thesis has been to suggest several theoretical methods in quantum optics for phase estimation in the presence of noise and to contribute to the understanding of the tradeoff between precision and robustness. There is still very scarce literature on this problem and a more exaustive analysis is needed in order to give a more realistic description. I have structured the thesis in this way:

In Chapter I a brief review on fundamental notions of quantum theory and QET specialized to the phase parameter is given. At the end of the chapter a revisitation of a result presented in [42] where the realization of a particular interferometric measurement is given and consequently some problems concerning the realistic limitations that can be encountered by an experimenter are discussed.

Chapter II is devoted to the presentation of the main characteristics of the Gaussian states and their behaviour under noise. We present some well known results from the continuous variable domain. The plan of the chapter has been taken from [63]. In Chapter III I present our original method to be used in the discrimination of damping constants. It uses the Hilbert-Schmidt distance, a figure of merit that can be easily handled with Gaussian states. The following three chapters deal with the phase estimation problem:

Chapter IV considers the task of phase estimation in bosonic systems. I present how to ideally reach the HL. The NOON state, to which much attention has been devoted, is presented as a special case of a more general class of maximally entangled interferometer input states. The map describing the loss of photons which will be widely used in the rest of the thesis is also given. At this point, when we will see the expression of a MES evolved under the noisy map, we heuristically introduce the idea of grouping photons as a possible way to fight the high sensitivity to loss. In the end I consider the so called $m \& m$ states and I present their property in a slightly different way than the one used in [38] where these states are studied for the first time. So in Chapter V we show qualities and limitations of our strategies that employ PES starting from the idea of grouping photons of MES. So far we have studied the performance of some schemes that involve multimode interferometry. In Chapter VI the single phase estimation problem is addressed and the robust strategy previously mentioned is explained. In this case we will consider the canonical phase measurement performed on the optimal phase state evolved under the noisy map. Such method is a candidate as an alternative strategy to those in which one finds the optimal state evolved under noise and searches for a suitable measurement. In the end, a perspective to interferometric set-up is given and a preliminar way to perform measurement in presence of noise is suggested. Chapter VII contains conclusion and outlooks.
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## Phase estimation and Interferometry

In physics there are several quantities that are not directly accessibile, either in principle or due to experimental impediments. The value of the quantity of interest in these cases should be obtained by indirect measurements and inferred by inspecting a set of data coming from the measurement of some observable, or a set of observables.

Quantum estimation theory (QET) [30] is the theory that provides a way to find the optimal measurement that gives the best estimation; it is divided into two branches: Global QET, which finds the most suitable cost function averaged over all the possible values of the parameter to be estimated, and Local QET, which searches for the optimal measurement that minimizes the variance of a quantity called estimator, at a fixed value of the parameter $[1,2,3,4,5]$.

Global QET and Local QET have been applied to find optimal measurements and to evaluate lower bounds on precision for the estimation of parameters imposed by unitary transformations such as single-mode phase [7, 9], displacement [10], squeezing [11, 12] for bosonic systems, and to estimation problems with open quantum systems and non unitary processes [15]: to finite dimensional systems [16], to optimally estimate the noise parameter of depolarizing [17] or amplitude-damping [18], and for continuous variable systems to estimate the loss parameter of a quantum channel $[20,21,22,19]$.

In this chapter we will encounter both these paradigms of QET and we will see how estimation can be performed by means of an interferometric set-up with non classical states of light. First of all a brief review will be given on the foundamental notion of quantum theory and QET which will be suddenly specialized for the phase estimation problem. After this introduction, a particular phase measurement by means of a Mach-Zehnder interferometer will be given.

### 1.1 Statistical aspects of quantum mechanichs

Statistical theory of quantum measurement has become one of the most important research fields in quantum physics. It investigates the relation between the physical world and the elements of the operator formalism. In this framework the notion of observable describes the experimental procedure that produces an outcome, namely the result of the observation, according to some probability distribution. For this reason we will see that to some quantities there is no associated a self-adjoint operator observable, but a more suitable mathematical object called POVM, positive operator valued measure.

### 1.1.1 Description of experimental measurement

In the present section some essential notions on the mathematical description of the measurement process will be given.

In quantum mechanics, the measurement operation is given by a set of operators called POVM, namely a Positive Operators Valued Measure satisfying the following requirements:

$$
\begin{array}{r}
P(B) \geq 0 \quad \forall \text { set of events } B \\
P(\Omega)=1 \\
P\left(\cup_{n=1}^{\infty} B_{n}\right)=\sum_{n=1}^{\infty} P\left(B_{n}\right)  \tag{1.3}\\
\forall B_{n}: B_{m} \cap B_{n}=\emptyset, m \neq n
\end{array}
$$

where $\Omega$ is the set of all possible outcomes which can be continuous (consider for example the possible positions of a particle in the space $\mathbb{R}^{3}$ ) or discrete (the only two outcomes in a Stern and Gerlach experiment).

By means of these operators, it is possible to assign a rule that predicts the probabilitiy of possible events through the Born's rule

$$
\begin{equation*}
p(B \mid \rho)=\operatorname{Tr}[P(B) \rho], \tag{1.4}
\end{equation*}
$$

once the state $\rho$ of the system is given. Expression (1.4) reads: $p(B \mid \rho)$ is the probability of obtaining a particular event $B$ provided that the system was prepared in the state $\rho$. So we see that it is possibe to associate a state $\rho$ to a probability distribution $p(B \mid \rho)$, and this association is made possible thanks to the operator $P(B)$ : this is the description of the statistics of an experiment.

Properties (1.1) of the POVM guarantee, for any state $\rho$, the positivity and the normalization of the probability distribution (1.4) and the additivity of probabilities for disjoint events, respectively.

The canonical description of a quantum measurement by means of projectors valued measure (PVM) can be recovered thanks to the following fundamental theorem:

Theorem 1 (Naimark extension) Any POVM P for the Hilbert space $\mathcal{H}$ can be extended to a PVME on a larger Hilbert space $H \supseteq \mathcal{H}$, namely

$$
\begin{equation*}
P(B)=P_{\mathcal{H}} E(B) P_{\mathcal{H}} \tag{1.5}
\end{equation*}
$$

where $P_{\mathcal{H}}$ is the projector onto $\mathcal{H}$.
From now on POVM will be referred as to a quantum observable. Since the term "observable" denotes a self-adjoint operator with its spectral decomposition made of ortogonal projectors, one might prefer to call observable only the $P V M^{1}$. But, as we have seen, thanks to Naimark theorem it always possible to associate a $P V M$ to POVM and so to call "observable" any given POVM.

After this introduction we can now present some notion of global QET.

### 1.2 Estimation strategies for QET

As previously mentioned, QET principally searches for the best estimation strategy, namely the experimental procedure that optimizes the recovery of the information on the parameter to be estimated, in a more proper language, it can be said: the procedure that optimizes the decoding of the signal with respect to a given optimality criterion. It is well known that when classical information is encoded into quantum systems, its read-out suffers the intrinsic quantum limitation of discriminating among nonorthogonal states.

So the problem is to find the optimal POVM. This mathematical object is very important in QET beacuse it both describes the quantum measurement and the classical data processing (recovered from the Born's rule) which are the two stages that constitute a QET strategy.

For completness we give the formal description of the typical situation in QET as clearly presented in [32]: The classical information is encoded into a parametric family of signal states, denoted by

$$
\begin{equation*}
S(\Theta)=\left\{\rho_{\theta} \in \mathcal{S}(\mathcal{H}) \mid \theta \in \Theta\right\} \tag{1.6}
\end{equation*}
$$

where $\theta \in \Theta$ is a multidimensional parameter and $\Theta$ is the space of outcomes. One is interested in extracting, from the unknown signal state $\rho_{\theta}$, the value of some classical parameter $\omega \in \Omega$, which is in general a function of $\theta$. It can happen that $\omega=\theta$ and this is the state estimation. In this case one has to produce the best possible guess of the state of the system under the hypotesis that the latter is prepared in a state of the parametric family $S(\Theta)$. Then a measurement is performed, consequently one extracts from the system an array of experimental data and finally a data analysis producing the estimation on $\omega$ is done.

Now we analyze the problem of the phase estimation. Initially an overview will be given on the main result concerning QET and an elegant and simple example will be analyzed in order to understand such result.

[^0]
### 1.3 Phase estimation problem

In this section a series of general results will be given concerning the problem of phase estimation. We analyze a method to beat the shot noise limit expected by QET by means of the strategy described by Giovannetti et al. in [27] and one of the most important result obtained by Holevo about single mode phase estimation concerning the optimal measurement strategy will be shown.

As previously mentioned, both global and local QET have been applied to find optimal measurements and to evaluate lower bounds on precision over shot noise for the estimation of phase parameters $\phi$. Such overcoming of the shot noise precision can be seen by means of the the following generalized uncertainty relation valid whatever is the measurement scheme employed [4]:

$$
\begin{equation*}
\Delta \phi \Delta h \geq \frac{1}{2 \sqrt{\nu}} \tag{1.7}
\end{equation*}
$$

$\nu$ is the number of times the estimation is repeated, $\Delta h=\left\langle h^{2}\right\rangle-\langle h\rangle^{2}$ is the variance of the generator $h$ of an unitary trasformation $\mathcal{U}_{\phi}$ through which the phase is introduced in the system.

The most important and exciting results in this research field is that in the presence of systems characterized by quantum features such as entanglement or squeezing, it is possible to a have precision bound on the phase $\phi$ beyond the typical shot noise limit and the so called Heisenberg limit can be reached. A simple and elegant way to see this is given in quantum metrology and a similar argument it will be repeated here for the sake of clarity.


Figure 1.1: Estimation strategies employing a fully separable state (top) and a maximally entangled state (bottom).

Following the general framework of [27], let us take a $N$ probe state (see
fig. (1.1) )

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{2}}\left(\left|\lambda_{m}\right\rangle+\left|\lambda_{M}\right\rangle\right)^{\otimes N} \tag{1.8}
\end{equation*}
$$

where $\left|\lambda_{m}\right\rangle$ and $\left|\lambda_{M}\right\rangle$ are the eigenvectors of a known hermitian operator $H$ corresponding respectively to the minimum and maximum eigenvalues $\lambda_{m}$ and $\lambda_{M}$. A phase is introduced in the system by means of the operator

$$
\begin{equation*}
U_{\phi}^{\otimes N} \tag{1.9}
\end{equation*}
$$

with $U_{\phi}=\exp (-i \phi H)$ acting on each probe, and we have the state

$$
\begin{equation*}
U_{\phi}^{\otimes N}|\Psi\rangle \tag{1.10}
\end{equation*}
$$

If the observable

$$
\begin{equation*}
X:=\left|\lambda_{m}\right\rangle\left\langle\lambda_{M}\right|+\left|\lambda_{M}\right\rangle\left\langle\lambda_{m}\right| \tag{1.11}
\end{equation*}
$$

is measured separately on each probe, which means a measurement of the observable $X^{\otimes N}$ on the state (1.10), we obtain:

$$
\begin{array}{r}
\left\langle X^{\otimes N}\right\rangle=\langle X\rangle^{N}=\cos ^{N}\left[\left(\lambda_{M}-\lambda_{m}\right) \phi\right] \\
\left\langle\left(X^{\otimes N}\right)^{2}\right\rangle=1  \tag{1.13}\\
\Delta X^{\otimes N}=\sqrt{1-\cos ^{2 N}\left[\left(\lambda_{M}-\lambda_{m}\right) \phi\right]} .
\end{array}
$$

Through the error propagation formula, for $n u$ repetition of the measurement, it can be seen that

$$
\begin{array}{r}
\Delta \phi=\frac{1}{\sqrt{\nu}} \Delta X^{\otimes N} /\left|\frac{\partial\left\langle X^{\otimes N}\right\rangle}{\partial \phi}\right|= \\
\frac{1}{\sqrt{\nu}} \frac{\sqrt{1-\cos ^{2 N}\left[\left(\lambda_{M}-\lambda_{m}\right) \phi\right]}}{\left|-N \cos ^{N-1}\left[\left(\lambda_{M}-\lambda_{m}\right) \phi\right] \sin \left[\left(\lambda_{M}-\lambda_{m}\right) \phi\right]\right|} \tag{1.15}
\end{array}
$$

which for the values $\phi=k \pi, k=0,1,2 \ldots$ reaches the minimum (see fig. (1.2)):

$$
\begin{equation*}
\Delta \phi_{\min }=\frac{1}{\sqrt{\nu N}\left(\lambda_{M}-\lambda_{m}\right)} \tag{1.16}
\end{equation*}
$$

This bound is the shot noise SN .
If now $|\Psi\rangle$ can be entangled (see fig. 1.1):

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{2}}\left(\left|\lambda_{m}\right\rangle_{1} \cdots\left|\lambda_{m}\right\rangle_{N}+\left|\lambda_{M}\right\rangle_{1} \cdots\left|\lambda_{M}\right\rangle_{N}\right) \tag{1.17}
\end{equation*}
$$

by measuring again the observable $X$ of Eq. (1.11) separately on each probe, one has:

$$
\left\langle X^{\otimes N}\right\rangle=\cos \left[N \phi\left(\lambda_{M}-\lambda_{m}\right)\right]
$$

and the standard deviation

$$
\Delta X^{\otimes N}=\left|\sin \left[N \phi\left(\lambda_{M}-\lambda_{m}\right)\right]\right|
$$



Figure 1.2: Plot of $\delta \phi$ of Eq. (1.15), as a function of $\phi$, dotted line is shot noise. $N=4$

After repeating $\nu$ times the experiment, from Eq. (1.15) one obtains:

$$
\begin{equation*}
\Delta \phi=\frac{1}{\sqrt{\nu} N\left(\lambda_{M}-\lambda_{m}\right)} \tag{1.18}
\end{equation*}
$$

So it is possible to ideally reach the so-called Heisenberg limit consisting in a scaling law of

$$
\begin{equation*}
1 / N \tag{1.19}
\end{equation*}
$$

and to cross the shot noise limit for which the scaling law is

$$
\begin{equation*}
1 / \sqrt{N} \tag{1.20}
\end{equation*}
$$

It is worth to stress that such an argument, that is much closer to the spirit of local QET for the bound (1.7), derives from the Cramer-Rao inequality; moreover in [27] the theoretical framework refers to the use of a general (biased or unbiased) estimator.

We conclude reminding that these results of quantum metrology are still valid if a sequential configuration, in which a single probe is utilized $N$ times, is employed; an experimental realization has been recently given in [26].

### 1.3.1 Optimal single mode phase estimation for global QET

Turning to global QET, as explained in section 1.2, the main problem is to find the best estimation strategy. In this subsection we will present the result of Holevo who obtained the optimal strategy for phase estimation.

The family of states (1.6) is

$$
\begin{equation*}
\rho_{\phi}=U_{\phi} \rho_{0} U_{\phi}^{\dagger} \quad \text { with } \quad \phi \in[0,2 \pi], \tag{1.21}
\end{equation*}
$$

$\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$ being a generic initial state that will be assumed to be pure.
Such a familiy of states is called covariant and the unitary operators $U_{\phi}$ represent an unitary group which in this case is the abelian group $U(1)$ of the rotations along one axis. So the problem is a covariant estimation problem which in turn requires an optimal covariant POVM which will be denoted as $d \mu\left(\phi_{*}\right)^{2}$.

In global QET we introduce a cost function $C\left(\phi_{*}, \phi\right)$ which quantifies the cost of estimating $\phi_{*}$ if the true value of the parameter is $\phi$ : the cost will be minimum when $\phi_{*}=\phi$ and will increases as the estimate $\phi_{*}$ goes away from $\phi$.

The optimal estimation strategy consists in minimizing the average cost defined as:

$$
\begin{equation*}
\bar{C}=\int_{0}^{2 \pi} d \phi p_{0}(\phi) \int_{0}^{2 \pi} d \phi_{*} C\left(\phi_{*}, \phi\right) p\left(\phi_{*} \mid \phi\right), \tag{1.22}
\end{equation*}
$$

where $p_{0}(\phi)$ is the a priori probability density for the true value $\phi, p\left(\phi_{*} \mid \phi\right)$ is the conditional probability of estimating $\phi_{*}$ given the true value $\phi$, namely:

$$
\begin{equation*}
p\left(\phi_{*} \mid \phi\right)=\operatorname{Tr}\left[d \mu\left(\phi_{*}\right) \rho_{\phi}\right], \tag{1.23}
\end{equation*}
$$

This is called the Bayesian criterion: in the typical situation $\phi$ is a priori uniformly distributed, i.e. $p_{0}(\phi)=1 / 2 \pi$ and one is more interested in the size of the error $\phi_{*}-\phi$ than in the value of $\phi$. In this way the cost function becomes an even function of a single variable, i.e. $C\left(\phi_{*}, \phi\right) \equiv C\left(\phi_{*}-\phi\right)$. It follows that also the optimal conditional probability will depend only on $\phi_{*}-\phi$, and the optimal POVM can be obtained by restricting the attention only to phase-covariant [30] POVMs, i.e. of the form

$$
\begin{equation*}
d \mu\left(\phi_{*}\right)=e^{-i \hat{a}^{\dagger} a \phi_{*}} \xi e^{i \hat{a}^{\dagger} a \phi_{*}} \frac{d \phi_{*}}{2 \pi} \tag{1.24}
\end{equation*}
$$

where $\xi$ is a positive operator satisfying the completeness constraints needed for the normalization of the POVM: $\int_{0}^{2 \pi} d \mu(\phi)=1$. Using Eqs. (1.23), (1.24) and the invariance of trace under cyclic permutations one can easily recognize that $p\left(\phi_{*} \mid \phi\right) \equiv p\left(\phi_{*}-\phi\right)$ if and only if $d \mu\left(\phi_{*}\right)$ is covariant ${ }^{3}$. Hence the optimization problem resorts to finding the best positive operator $\xi$ for a given cost function $C(\phi)$ and a generic given state $\rho_{0}$. Such optimization leads to the following POVM firstly obtained by Holevo:

$$
\begin{equation*}
d \mu(\phi)=\frac{d \phi}{2 \pi}|e(\phi)\rangle\langle e(\phi)| \tag{1.25}
\end{equation*}
$$

where the (Dirac) normalizable vectors $|e(\phi)\rangle$ are given by

$$
\begin{equation*}
|e(\phi)\rangle=\sum_{n=0}^{\infty} e^{i n \phi}|n\rangle \tag{1.26}
\end{equation*}
$$

[^1]Therefore, the optimal POVM $d \mu(\phi)$ is the projector on the state $|e(\phi)\rangle$. It is worth recalling that once the best strategy is obtained, one further optimizes the pure state $\rho_{0}$. The foundamental result expressed in (1.25) is not valid for any generic cost function $C(\phi)$, but for a particular class of $2 \pi$-periodic function satisfying:

$$
\begin{equation*}
\int_{0}^{\infty} C(\phi) \cos k \phi d \phi \leq 0, \text { with } k=1,2 \ldots \tag{1.27}
\end{equation*}
$$

Cost function of this type correspond to the most popular optimization criteria as:
i) the likelihood criterion for $C(\phi)=-\delta(\phi)$;
ii) the $2 \pi$-periodic "variance" for $C(\phi)=4 \sin ^{2}(\phi / 2)$.

Finally it is worth recalling that the same average cost is achieved by restricting $\phi$ to the set of discrete values $\left\{\phi_{s}=\frac{2 \pi s}{q}, \quad s \in \mathbb{Z}_{q}\right\},(q \equiv \operatorname{dim}(\mathcal{H}))$, and by using as the optimal POVM, the orthogonal projector-valued operator [79]

$$
\begin{equation*}
\left|e\left(\phi_{s}\right)\right\rangle\left\langle e\left(\phi_{s}\right)\right| . \tag{1.28}
\end{equation*}
$$

The result expressed in Eq. (1.25) is very important because it is an application to the phase parameter of the estimation theory developed initally by Holevo in his pioneering book [30]. In the last part of the present work we will use this result to study the performances of phase estimation in the presence of loss.

The single mode case is usefull when single shot measurements are used, in this case one is interested in the estimation of the absolute value of the phase. Unfortunately the optimal quantum measurement (1.28) is not physically realizable. A detailed analysis of the physically achievable single shot phase measurements has been given in [75].

In the following we will move to interferometeric schemes involving bipartite systems and we will describe a theoretical proposal of phase estimation with non classical states of light.

### 1.4 Phase estimation in interferometry

Interferometry is one of the most important measurement techniques in physics. Its numerous variations include Ramsey spectroscopy in atomic physic, optical interferometry in gravitational wave detectors, laser gyroscopes, optical imaging etc. All these applications aim to estimate the quantity of interest, normally a relative phase, with the highest possible precision.

A figure of merit that can be used to characterize the performances of an interferometer is its sensitivity. In general there are different sources of noise which can limit sensitivity and one of these is due to the detection stage (photon-counting statistical errors), depending on the measurement process and on its quantum efficiency. On the other hand the sensitivity is ultimately limited by the standard quantum limit (SQL) or shot noise (SN).

This ultimate limit is related to the intrinsic obstacle that rises when quantum light is used in measurements of the interferometric phase shift: an input state with finite photon number variance necessarily has a non-zero phase variance, whereas states with zero phase variance are characterized by a divergent photon number variance. The following uncertainty relation holds:

$$
\begin{equation*}
\Delta \phi \Delta N \geq \frac{1}{4} \tag{1.29}
\end{equation*}
$$

As already said in section 1.3, from this inequality it can be seen that the errors that limit precision in the phase estimation can be reduced. It is possible to beat the SQL, which is commonly considered the ultimate limit in precision and show that the boundary to the accessible information can be pushed further down when non classical states are employed in the interferometer. In the following we will introduce the task of the precision phase measurement performed by an interferometer in which the input states are Fock states.

### 1.4.1 Fock state interferometry

The general framework is the one in which the total energy, namely the total number of particles is kept fixed.

We have already seen that a generic classical interferometer has a shot noise limited sensitivity that scales as $N^{-1 / 2}$. With suitable quantum correlations between the particles ${ }^{4}$, the sensitivity can be ideally improved by a factor of $\sqrt{N}$ and the scaling law becomes $N^{-1}$. Here $N$ denotes the average number of particles passing through the interferometer during the measurement time.

In their pioneering work M. J. Holland and K. Burnett [43] showed that in a Mach-Zehnder interferometer with a dual photons Fock state, namely $|N, N\rangle$ as the input state it would be possible to obtain a precision on the phase at the Heisenberg limit.

With the following maximally path entangled state called NOON state

$$
\begin{equation*}
|N:: 0\rangle=\frac{1}{\sqrt{2}}\left(|N, 0\rangle_{a^{\prime}, b^{\prime}}+|0, N\rangle_{a^{\prime}, b^{\prime}}\right) \tag{1.30}
\end{equation*}
$$

which will be presented more exhaustively in chapter 4 , it would be indeed ideally possible to reach the Heisenberg limit. ${ }^{5}$ If one considers the following observable $A_{N}=|N, 0\rangle\langle 0, N|+|0, N\rangle\langle N, 0|$ and we let the NOON state
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Figure 1.3: Typical Mach-Zehnder configuration: $M$ denotes mirrors while $B S_{1,2}$ denotes balanced beam splitter. A dephasing medium is located in the upper arm. D are the detectors. The data are then processed depending on the measurement.
accumulate a phase $\phi$ it is easy to see:

$$
\begin{gathered}
\left\langle A_{N}\right\rangle_{\phi}=\cos N \phi \\
\left(\Delta A_{N}\right)_{\phi}^{2}=1-\cos ^{2} N \phi
\end{gathered}
$$

from which we obtain, thanks to formula (1.15),

$$
\Delta \phi=\frac{\Delta A_{N}}{\left|\partial\left\langle A_{N}\right\rangle_{\phi} / \partial \phi\right|}=\frac{1}{N}
$$

Unfortunately such a state is very sensitive to the loss of photons and we will see that, even if it would be possible to create a NOON state, it would require a noiseless environment. Moreover, with current interferometric set-up, it is not possible to deterministically create a state of this type, they can only be
approximated. Recently R. Okamoto et al. [44] have exploited the performance of a MZ interferometer with a 4 photon input state of the form $|2,2\rangle_{a, b}$. The interferometer output state is of the form:

$$
\begin{equation*}
\sum_{k=0}^{2} c(\phi)_{k}\left(|4-k, k\rangle_{c, d}+|k, 4-k\rangle_{c, d}\right) \tag{1.31}
\end{equation*}
$$

with $a, b$ and $c, d$ (see Fig 1.3) input and output fields mode respectively. From Eq. (1.31) we can recognize the presence of the NOON state component. This experiment gives a better result than any classical interferometer but does not achieve the Heisenberg limit $\frac{1}{4}$ as a NOON state would do. We will see now how an interferometric measurement with input state of the form $|N, N\rangle$ can be described.

## State projection method

A method to increase the precision beyond the SQL and near to the Heisenberg limit is the quantum state projection method employed for example in Ramsey interferometry.
F. W. Sun et al. [41] have suggested a way to perform such a measurement in which a NOON state was initially employed. In a more recent work [42], the same authors have also experimentally implemented such a method for the state emerging from a beam splitter when the input state is $|N, N\rangle$. Anyway the original idea presented in [42] can be further simplified. In that case it is stressed that in order to obtain information about the phase accumulated by the state $\left|\Psi_{2 N}(\phi)\right\rangle$ inside the interferometer (see Fig. 1.4) a measurement onto such a state must be performed. In particular it is proposed a projective measurement represented by the observable-projector: $\left|\Psi_{2 N}\right\rangle\left\langle\Psi_{2 N}\right|$.

Actually it is simple to prove that it is not necessary to consider such a projection: following the argument of Sun et al. in [42] one initially writes the expression of $\left|\Psi_{2 N}\right\rangle$ :

$$
\begin{array}{r}
\left|\Psi_{2 N}\right\rangle=U_{b s}|N, N\rangle_{a, b} \\
=\sum_{k=0}^{N}(-)^{N-k}\left[\binom{2 k}{k}\binom{2 N-2 k}{N-k}(1 / 2)^{2 N}\right]^{1 / 2}|2 k, 2 N-2 k\rangle_{a^{\prime}, b^{\prime}} \\
=\sum_{k=0}^{N}(-)^{N-k}\left[\binom{2 k}{k}\binom{2 N-2 k}{N-k}(1 / 2)^{2 N}\right]^{1 / 2} \\
\frac{a^{\prime 2 k} b^{\prime 2 N-2 k}}{\sqrt{2 k!(2 N-2 k)!}}|0,0\rangle_{a^{\prime}, b^{\prime}} \\
=\frac{1}{N!} \sum_{k=0}^{N}(-)^{N-k}\binom{N}{k}(1 / 2)^{N} a^{\prime 2 k} b^{2 N-2 k}|0,0\rangle_{a^{\prime}, b^{\prime}} \\
=\frac{1}{N!}\left(a^{\prime 2}-b^{\prime 2}\right)^{N} / 2^{N}|0,0\rangle_{a^{\prime}, b^{\prime}}
\end{array}
$$

$$
\begin{equation*}
=\frac{1}{N!}\left[\left(a^{\prime}-b^{\prime}\right) / \sqrt{2}\right]^{N}\left[\left(a^{\prime}+b^{\prime}\right) / \sqrt{2}\right]^{N}|0,0\rangle_{a^{\prime}, b^{\prime}}, \tag{1.32}
\end{equation*}
$$

where $U_{b s}=e^{i \pi / 4\left(a^{\dagger} b+b^{\dagger} a\right)}$ is the operator representing the action of the beamsplitter, and we have made use of the fact that the commutator $\left[a^{\prime} ; b^{\prime}\right]=0$.

At this point we note that if we apply the beamsplitter transformation to last expression we obtain

$$
\begin{equation*}
U_{b s} \frac{1}{N!}\left[\left(a^{\prime}-b^{\prime}\right) / \sqrt{2}\right]^{N}\left[\left(a^{\prime}+b^{\prime}\right) / \sqrt{2}\right]^{N}|0,0\rangle_{a^{\prime}, b^{\prime}},=|N, N\rangle_{c, d} \tag{1.33}
\end{equation*}
$$

And this can be rephrased by saying that if we consider a MZ interferometer, it is possible to represent the action of the whole apparatus by a unitary operator $U_{\phi, M Z}=e^{-\phi\left(a^{\dagger} b-b^{\dagger} a\right) / 2}$. If $\phi=0, U_{\phi=0, M Z}=1$, namely the identity operator.

So the projection method turns now to considering the MZ output state that accumulated a phase $\phi$ and projecting it onto the MZ output state that did not accumulate any phase, which means the input state for what just explained. Finally one has to perform the measurement of the projector

(a)

(b)

Figure 1.4: Projection measurement for phase measurement with twin Fock state in the framework of [42]. (a) generation of the state, (b) Projection measurement, see also [41] for an explanation of this method.

$$
\begin{equation*}
\mathbb{P}=|N, N\rangle_{c, d c, d}\langle N, N| \tag{1.34}
\end{equation*}
$$

over $|N, N\rangle_{c, d \phi}:=U_{\phi, M Z}|N, N\rangle_{a, b}$ which means a measure of the joint probability of detecting $N$ photons at each output port of the second balanced beam splitter.

This is actually the argument of [42] but it has been presented in a slightly different way in order to see in a more intuitive way how the projection method could be achieved. Indeed the measurement of the projector $\left|\Psi_{2 N}\right\rangle\left\langle\Psi_{2 N}\right|$ as suggested in that work is actually a measure of $\mathbb{P}$.


Figure 1.5: The figure has been taken from [42] and shows the theoretical phase uncertainty versus photon number $N$. The value of the phase to be estimated has been taken 0 . Dashed line is SQL, dotted dashed is Heisenberg limit. The much closer solid line to Heisenberg limit is the precision obtained with the projection method described in the text.

The aim of the method is obviously to obtain information on the phase accumulated by the state inside the interferometer. This can be done by computing

$$
\begin{array}{r}
\langle\mathbb{P}\rangle(\phi)={ }_{\phi}\langle N, N| \mathbb{P}|N, N\rangle_{\phi}=\left|\langle N, N \mid N, N\rangle_{\phi}\right|^{2} \quad \text { and } \\
(\Delta \mathbb{P}(\phi))^{2}=\left\langle\mathbb{P}^{2}\right\rangle(\phi)-(\langle\mathbb{P}\rangle(\phi))^{2}=\langle\mathbb{P}\rangle(\phi)[1-\langle\mathbb{P}\rangle(\phi)] \tag{1.36}
\end{array}
$$

from which it is possible to obtain:

$$
\begin{equation*}
\Delta \phi=\frac{\Delta \mathbb{P}(\phi)}{|\partial\langle\mathbb{P}\rangle(\phi) / \partial \phi|} \tag{1.37}
\end{equation*}
$$

whose behaviour is presented in Fig. (1.5).
We have finally seen an interesting example which allows performing phase shift measurements near to the Heisenberg limit in an interferometric framework.

Several comments are now necessary.

### 1.5 Comments

In this introductory chapter an overview has been given on the research problems concerning phase estimation. This task has seen a great development in the last years but it must be said that a serious problem seems to be unavoidable at the moment for the difficulty in deterministically obtaining exotic states like NOON state and deterministic measurements.

How can a deterministic experiment in which the effect of noise is taken into account be realized? In [42] it is not only given a theoretical proposal but it is also presented an experimental realization and in [44] it is claimed that the SQL has been beated with a MZ experiment and with a 4 photons input state of the form $|2,2\rangle$.

In the first work it is explicitely said that the measurement is a demonstration of principle and so it is actually post selective, i.e., when noise is considered, one passes from measuring $\mathbb{P}$ to measuring $\eta^{2} \mathbb{P}$ (see Eq. (1.34)), where $0<\eta<1$ represents the losses of photons. In pratice the effect of noise is simply to decrease the succes probability which only means that the number of trials must be increased. If one has $N$ probes it needs now $N / \eta$. In this way the loss of photons is not actually considered, because between all the data coming from the fixed input probes to the detector, one considers only those related to a particular event, namely no photon loss. All information coming from many other events is rejected and in this way a piece of information depending on the input state is completely lost.

But why there should be other events? This is due to the noisy evolution suffered by the quantum states. For example, consider an interferometer pure input state $\rho_{\phi}$ that has accumulated a phase $\phi$. If noise is present, it will evolve to a mixed state $\mathcal{L}\left(\rho_{\phi}\right)^{6}$ that can be expressed in the following way:

$$
\begin{equation*}
\mathcal{L}\left(\rho_{\phi}\right)=c_{\eta} \rho_{\phi}+\chi_{\eta}(\phi), \tag{1.38}
\end{equation*}
$$

where $c_{\eta}$ is the probability that the input state remain unchanged and no photon is lost, while $\chi_{\eta}(\phi)$ is a term which can or not depend ${ }^{7}$ on the phase and correspond to further detection events in turn corresponding to the loss of one or more photons. From this term, some information about the phase can still be extracted, instead in [42] it is actually retrieved information coming from just the event that no photon is lost.

A problem of the same nature can be found in [44]: we have a MZ input state of the form $|2,2\rangle$, so we obtain

$$
\begin{array}{r}
\left|\psi_{\text {out }}\right\rangle=U_{\phi, M Z}|2,2\rangle=\alpha(\phi)[|4,0\rangle+|0,4\rangle]+ \\
\beta(\phi)[|3,1\rangle+|1,3\rangle]+\gamma(\phi)|2,2\rangle, \tag{1.39}
\end{array}
$$

with

$$
\begin{gather*}
\alpha(\phi)=\sqrt{16} / 6\left(1-2 e^{2 i \phi}+e^{4 i \phi}\right)  \tag{1.40}\\
\beta(\phi)=\sqrt{6} / 8\left(1-e^{4 i \phi}\right)  \tag{1.41}\\
\gamma(\phi)=1 / 8\left(3+2 e^{i 2 \phi}+3 e^{4 i \phi}\right) \tag{1.42}
\end{gather*}
$$

By observing that $\beta(\phi)$ has only the phase oscillation $e^{4 i \phi}$ one computes the probability $P_{3,1}$ of detecting 3 photons on one detector and 1 photon on the
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\[

$$
\begin{equation*}
P_{3,1+1,3}=3 / 8(1-\cos 4 \phi) . \tag{1.43}
\end{equation*}
$$

\]

In their work, Okamoto et al. [44] develop a method to estimate the phase shift in which the experimenter concentrates only on this particular event neglecting the double fold concidence that has a probability $P_{2,2}=1 / 16(11-12 \cos 2 \phi+$ $9 \cos 4 \phi$ ) or the event consisting in detecting 4 photons on one detector and viceversa that have a probability $P_{4,0+0,4}=1 / 32(9+12 \cos 2 \phi+3 \cos 4 \phi)$.

Such a measurement anyway can not be less noisy than a measurement in which it would be possible to recover information from all the events because many data containing information are not considered. Moreover, as explained in the paper, the loss of photons is not considered at all. So, if also the effect of noise at the detection stage were considered the only measurement of the event which gives the distribution $P_{3,1+1,3}$ would hardly give interesting results.

Unfortunately at the present time to have deterministic measurements seem to be pratically impossible.

We continue our work by introducing a peculiar class of quantum states widely employed in current technology which will be used in the following, namely the Gaussian states. The problem of phase estimation will be recovered in chapter 4,5 and 6 .


## A review on Gaussian states

This chapter will be devoted to the study of Gaussian states [30], a particular class of states widely employed in quantum optics and in quantum information processing with continuous variables. These states can be created in physical phenomena characterized by dynamical evolutions described through Hamiltonian operators at most bilinear in the field modes; such phenomena are studied in quantum non linear optics [89] and can be commonly reproduced in the laboratory. In the next chapter we will suggest a method, based on these states, to discriminate and estimate between two optical absorbers characterized by different damping constants, by means of a simple optical scheme based on the entangling property of a beam splitter for appropriate input states at fixed input energy.

### 2.1 Some preliminary notions

In this section some basic concepts and notations are given concerning Cartesian decomposition. For a deeper and more extensive analysis see [63].

Let us consider a system of $n$ bosons described by the mode operators $a_{k}$, $k=1, \ldots, n$, with commutation relations $\left[a_{k}, a_{l}^{\dagger}\right]=\delta_{k l}$. The Hilbert space of the system $\mathcal{H}=\otimes_{k=1}^{n} \mathcal{F}_{k}$ is the tensor product of the infinite dimensional Fock spaces $\mathcal{F}_{k}$ of the $n$ modes, each spanned by the number basis $\left\{|m\rangle_{k}\right\}_{m \in \mathbb{N}}$, i.e. by the eigenstates of the number operator $a_{k}^{\dagger} a_{k}$. The free Hamiltonian of the system is given by $H=\sum_{k=1}^{n}\left(a_{k}^{\dagger} a_{k}+\frac{1}{2}\right)$. Position- and momentum-like operators for each mode are defined through the Cartesian decomposition of the mode operators $a_{k}=\kappa_{1}\left(q_{k}+i p_{k}\right)$ with $\kappa_{1} \in \mathbb{R}$, i.e.

$$
\begin{equation*}
q_{k}=\frac{1}{2 \kappa_{1}}\left(a_{k}+a_{k}^{\dagger}\right), \quad \quad p_{k}=\frac{1}{2 i \kappa_{1}}\left(a_{k}-a_{k}^{\dagger}\right) . \tag{2.1}
\end{equation*}
$$

The corresponding commutation relations are given by

$$
\begin{equation*}
\left[q_{k}, p_{l}\right]=\frac{i}{2 \kappa_{1}^{2}} \delta_{k l} . \tag{2.2}
\end{equation*}
$$

Canonical position and momentum operators are obtained for $\kappa_{1}=2^{-1 / 2}$, while the quantum optical convention corresponds to the choice $\kappa_{1}=1$. Introducing the vector of operators $\boldsymbol{R}=\left(q_{1}, p_{1}, \ldots, q_{n}, p_{n}\right)^{T}$, Eq. (2.2) rewrites as

$$
\begin{equation*}
\left[R_{k}, R_{l}\right]=\frac{i}{2 \kappa_{1}^{2}} \Omega_{k l} \tag{2.3}
\end{equation*}
$$

where $\Omega_{k l}$ are the elements of the symplectic matrix

$$
\boldsymbol{\Omega}=\bigoplus_{k=1}^{n} \boldsymbol{\omega}, \quad \boldsymbol{\omega}=\left(\begin{array}{cc}
0 & 1  \tag{2.4}\\
-1 & 0
\end{array}\right)
$$

By a different grouping of the operators as $\boldsymbol{S}=\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right)^{T}$, the commutation relations rewrite as

$$
\begin{equation*}
\left[S_{k}, S_{l}\right]=-\frac{i}{2 \kappa_{1}^{2}} J_{k l} \tag{2.5}
\end{equation*}
$$

where $J_{k l}$ are the elements of the $2 n \times 2 n$ symplectic antisymmetric matrix

$$
\boldsymbol{J}=\left(\begin{array}{cc}
\mathbf{0} & -\mathbb{1}_{n}  \tag{2.6}\\
\mathbb{1}_{n} & \mathbf{0}
\end{array}\right)
$$

$\mathbb{1}_{n}$ being the $n \times n$ identity matrix.
Analogously, for a quantum state of $n$ bosons the covariance matrix is defined in the following way

$$
\begin{align*}
\sigma_{k l} & \equiv[\boldsymbol{\sigma}]_{k l} \tag{2.7a}
\end{align*}=\frac{1}{2}\left\langle\left\{R_{k}, R_{l}\right\}\right\rangle-\left\langle R_{l}\right\rangle\left\langle R_{k}\right\rangle, ~ 子 V_{k l}=\frac{1}{2}\left\langle\left\{S_{k}, S_{l}\right\}\right\rangle-\left\langle S_{l}\right\rangle\left\langle S_{k}\right\rangle,
$$

where $\{A, B\}=A B+B A$ denotes the anticommutator and $\langle O\rangle \equiv \bar{O}=\operatorname{Tr}[\rho O]$ is the expectation value of the operator $O, \rho$ being the density matrix of the system.

The two vectors of operators $\boldsymbol{R}$ and $\boldsymbol{S}$ are related to each other through a simple $2 n \times 2 n$ permutation matrix $\boldsymbol{S}=\boldsymbol{P} \boldsymbol{R}$, whose elements are given by

$$
P_{k l}=\left\{\begin{array}{cc}
\delta_{k, 2 l-1} & k \leq n  \tag{2.8}\\
\delta_{n+k, 2 l} & l \leq n
\end{array}\right.
$$

$\delta_{k, l}$ being the Krönecker delta. Correspondingly, the two forms of the covariance matrix, as well as the symplectic forms for the two orderings, are connected by

$$
\boldsymbol{V}=\boldsymbol{P} \boldsymbol{\sigma} \boldsymbol{P}^{T}, \quad \boldsymbol{J}=-\boldsymbol{P} \boldsymbol{\Omega} \boldsymbol{P}^{T}
$$

The tranformation from the $\boldsymbol{\Omega}$ ordering to the $\boldsymbol{J}$ ordering is called sympletic $[86,87,88]$. Now Gaussian states are introduced, some notions will be postposed in the Appendices at the end of the thesis.

We will see that such class of states embraces many quantum states widely employed in quantum optics such the coherent states $|\alpha\rangle$, the vacuum squeezed state $|\xi\rangle$ or the twin beam state $\left|\psi_{t w b}\right\rangle=\sqrt{1-|\zeta|^{2}} \sum_{n=0}^{\infty} \zeta^{n}|n\rangle|n\rangle$. The reason that allows to consider all these different states has to be found in the Gaussian form of the so called characteristic function as it will be now explained.

### 2.2 Gaussian states

This section is devoted to the characterization of the Gaussian states. We will analize single and bipartite states giving some useful notion for the next chapter.

A quantum state $\rho$ of the $n$ bosonic modes is fully described by its characteristic function [62]

$$
\begin{equation*}
\chi[\rho](\boldsymbol{\lambda})=\operatorname{Tr}[\rho D(\boldsymbol{\lambda})] \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
D(\boldsymbol{\lambda})=\bigotimes_{k=1}^{n} D_{k}\left(\lambda_{k}\right) \tag{2.10}
\end{equation*}
$$

is the $n$-mode displacement operator, with $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{T}, \lambda_{k} \in \mathbb{C}$, and where

$$
D_{k}\left(\lambda_{k}\right)=\exp \left\{\lambda_{k} a_{k}^{\dagger}-\lambda_{k}^{*} a_{k}\right\}
$$

is the single-mode displacement operator. We call a quantum state $\rho$ Gaussian if its characteristic function has the Gaussian form

$$
\begin{equation*}
\chi[\rho](\boldsymbol{\Lambda})=\exp \left\{-\frac{1}{2} \boldsymbol{\Lambda}^{T} \boldsymbol{\sigma} \boldsymbol{\Lambda}+\boldsymbol{\Lambda}^{T} \overline{\boldsymbol{X}}\right\} \tag{2.11}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is the real vector $\boldsymbol{\Lambda}=\left(\operatorname{Re} \lambda_{1}, \operatorname{Im} \lambda_{1}, \ldots, \operatorname{Re} \lambda_{n}, \operatorname{Im} \lambda_{n}\right)^{T}, \overline{\boldsymbol{X}}$ is the vector of average values of the quadratures and $\boldsymbol{\sigma}$ is the covariance matrix. Of course, once the covariance matrix and the vector of the mean values are given, a Gaussian state is fully determined.

Note that we have introduced the cartesian coordinate as $\lambda_{k}=\kappa_{3}\left(\operatorname{Re} \lambda_{k}+\right.$ $\operatorname{Im} \lambda_{k}$ ). A remark on parameters $\kappa$ is given in appendix C. From now on we will assume $\kappa_{h}=\frac{1}{\sqrt{2}}, h=1,2,3$.

Thanks to an important theorem, due to Williamson [90] it is possible to express every Gaussian state $\rho$ as

$$
\begin{equation*}
\rho=U \nu U^{\dagger} \tag{2.12}
\end{equation*}
$$

where $\nu=\nu_{1} \otimes \cdots \otimes \nu_{n}$ is a product of single mode thermal states

$$
\begin{equation*}
\left.\nu_{k}=\left(1+N_{k}\right)^{-1} \sum_{n=0}^{\infty}\left(N_{k} /\left(1+N_{k}\right)\right]\right)^{n}|n\rangle\langle n| \tag{2.13}
\end{equation*}
$$

and $U$ is a particular class of unitary transformations which in turn can be generated by linear and bilinear interactions. Examples of such unitary transformations are given by the unitary displacement and by the squeezing operators. We will see in one of the next section the explicit expression of the most general single mode Gaussian state, but first an important condition for the purity must be given.

### 2.2.1 Purity of Gaussian states

If we recall the definition of purity:

$$
\begin{equation*}
\mu=\operatorname{Tr}\left[\rho^{2}\right] \tag{2.14}
\end{equation*}
$$

for a Gaussian states it can be proved that:

$$
\begin{equation*}
\mu=\frac{1}{\left(2 \kappa_{2}\right)^{2 n} \sqrt{\operatorname{Det}[\boldsymbol{\sigma}]}} . \tag{2.15}
\end{equation*}
$$

So a Gaussian state is pure iff:

$$
\begin{equation*}
\operatorname{Det}[\boldsymbol{\sigma}]=\left(2 \kappa_{2}\right)^{-4 n} . \tag{2.16}
\end{equation*}
$$

In appendix B we will see how to compute the quantity (2.14) which actually involves integrations in the phase space because the characteristic function is taken into account. This computational technique will be widely employed in the next chapter.

Now the form of the single mode Gaussian states will be introduced.

### 2.2.2 Single mode Gaussian state

The decomposition (2.12) in this case becomes:

$$
\begin{equation*}
\rho_{G}=D(\alpha) S(\zeta) \nu S^{\dagger}(\zeta) D^{\dagger}(\alpha), \tag{2.17}
\end{equation*}
$$

$D(\alpha)$ being the displacement operator (2.10), $S(\zeta)=\exp \left[\frac{1}{2} \zeta\left(a^{\dagger}\right)^{2}-\frac{1}{2} \zeta^{*} a^{2}\right]$ is the squeezing operator, $\alpha, \zeta \in \mathbb{C}$, with $\zeta=r e^{i \varphi}, r=|\zeta|$ and $\nu$ is a thermal state with $N$ average number of photons (see Eq. (2.13)).

The explicit expression for the covariance matrix elements are:

$$
\begin{align*}
\sigma_{11} & =\frac{2 N+1}{2}[\cosh (2 r)+\sinh (2 r) \cos (\varphi)],  \tag{2.18a}\\
\sigma_{22} & =\frac{2 N+1}{2}[\cosh (2 r)-\sinh (2 r) \cos (\varphi)],  \tag{2.18b}\\
\sigma_{12} & =\sigma_{21}=-\frac{2 N+1}{2} \sinh (2 r) \sin (\varphi) \tag{2.18c}
\end{align*}
$$

From condition (2.16) it is possible to evaluate the expression for purity

$$
\mu=(2 N+1)^{-1}
$$

from which we observe that the purity of a generic Gaussian state only depends on the average number of thermal photons, as one should expect since displacement and squeezing are unitary operations and they do not affect the value of the trace in Eq. (2.14).

Examples of the most important families of single mode Gaussian states are immediately derived considering Eq. (2.17): thermal states $\nu$ are obtained for $\alpha=r=\varphi=0$, coherent states for $r=\varphi=N=0$, while squeezed vacuum states are recovered for $\alpha=N=0$. For $N=0$ we have the vacuum and coherent states covariance matrix. The covariance matrix associated with the real squeezed vacuum state is recovered for $\varphi=0$ and is given by $\boldsymbol{\sigma}=$ $\frac{1}{2} \operatorname{Diag}\left(e^{-2 r}, e^{2 r}\right)$.

### 2.2.3 Bipartite Gaussian states

Bipartite systems are the simplest scenario for investigation the fundamental issue of the entanglement in quantum information. Here, we are not interested in finding the most general covariance marix ${ }^{1}$ : for our purpose it will be enough to consider $4 \times 4$ covariance matrices for a separable bipartite pure input state $\rho=\rho_{A} \otimes \rho_{B}$ of the following form:

$$
\left(\begin{array}{cc}
A & 0  \tag{2.19}\\
0 & B
\end{array}\right)
$$

where $A$ and $B$ are respectively the $2 \times 2$ covariance matrices of the single mode states $\rho_{A}$ and $\rho_{B}$. Such initial form of Eq. (2.19) will be transformed by means of optical devices which will introduce entanglement and noise. We will see this in next chapter.

It is worth stressing that entanglement is not changed by local operations and that the vectors of the mean values $\overline{\boldsymbol{X}}$ appearing in the expressions Eq. (2.11) can be changed arbitrarly by phase-space translations, which are in turn local operations. So, Gaussian states are entirely characterized by their covariance matrix. This is a very relevant property of Gaussian states since it means that typical issues in continuous variables quantum information theory, which are generally difficult to handle in an infinite Hilbert space, can be analyzed with the help of finite matrix theory.

We conclude this brief section by recalling a particular subclass of Gaussian states constituted by the two mode squeezed thermal states:

$$
\begin{equation*}
\rho=S_{2}(\zeta) \rho_{\nu} S_{2}^{\dagger}(\zeta), \quad \rho_{\nu}=\nu_{\mathrm{A}} \otimes \nu_{\mathrm{B}} \tag{2.20}
\end{equation*}
$$

where $\nu_{k}, k=A, B$, are thermal states with mean photon number $N_{1}$ and $N_{2}$ respectively.

After this short overview on Gaussian states, we can describe their behaviour under noisy channel making use of the results coming from the subject of the evolution of open quantum system in the Born-Markov approximation.
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### 2.3 Noisy evolution of gaussian states

We are interested in the propagation of the modes of radiation (the system) in a noisy channel represented by a dissipative medium characterized by a damping parameter $\Gamma$.

Following the common way to describe damping of an elettromagnetic field consisting in the coupling of each mode of the field to a reservoir of many modes, the evolution of the density matrix describing the radiation is obtained. This is the well known result regarding the derivation of the master equation $[68,67]$ in the Born-Markov approximation in the zero temperature limit ${ }^{2}$. For a bipartite state in which one of the two modes suffers the noisy evolution ${ }^{3}$ we have:

$$
\begin{equation*}
\dot{\rho}(t)=\sum_{k=1}^{2}\left(-i \omega\left[\hat{a}_{k}^{\dagger} \hat{a}_{k}, \rho\right]\right)+\frac{\Gamma}{2}\left(2 \hat{a}_{1} \rho \hat{a}_{1}^{\dagger}-\hat{a}^{\dagger} \hat{a}_{1} \rho-\rho \hat{a}_{1}^{\dagger} \hat{a}_{1}\right) \tag{2.21}
\end{equation*}
$$

After some manipulations [63] it is possible to obtain the covariance matrix and the mean values vector of the evolved state. For a single mode gaussian state, the mean values vector $\boldsymbol{x}$ and the evolved covariance matrix $\boldsymbol{\sigma}$ at time $t$ read as [63]:

$$
\begin{align*}
& \boldsymbol{x}(t)=\mathbb{G}_{\eta}^{1 / 2} \boldsymbol{x}(0),  \tag{2.22}\\
& \boldsymbol{\sigma}(t)=\mathbb{G}_{\eta}^{1 / 2} \boldsymbol{\sigma}(0) \mathbb{G}_{\eta}^{1 / 2}+\left(\mathbb{1}_{2}-\mathbb{G}_{\eta}\right) \boldsymbol{\sigma}_{\infty} \tag{2.23}
\end{align*}
$$

where $\mathbb{G}_{\eta}=e^{-\eta} \mathbb{1}_{2}$, with $\eta \equiv \Gamma t, \boldsymbol{\sigma}_{\infty}=\frac{1}{2} \mathbb{1}_{2}$ is the asymptotic covariance matrix defined as the covariance matrix of the state after an interaction time $t \rightarrow \infty$ (corresponding to the covariance matrix of the vacuum) and $\mathbb{1}_{m}$ is the $m \times m$ identity matrix.

The above results can be extended to the evolution of an arbitrary $n$-mode Gaussian state in noisy channels [63], the mean values vector becomes:

$$
\begin{equation*}
\boldsymbol{X}(t)=\mathbb{G}^{1 / 2} \boldsymbol{X}(0) \quad \text { with } \quad \mathbb{G}=\bigoplus_{h=1}^{n} e^{-\Gamma_{h} t} \mathbb{1}_{2} \tag{2.24}
\end{equation*}
$$

while the covariance matrix $\boldsymbol{\Sigma}(t)$ at time $t$ is given by:

$$
\begin{equation*}
\boldsymbol{\Sigma}(t)=\mathbb{G}^{1 / 2} \boldsymbol{\Sigma}(0) \mathbb{G}^{1 / 2}+(\mathbb{1}-\mathbb{G}) \boldsymbol{\Sigma}_{\infty} . \tag{2.25}
\end{equation*}
$$

Equation (2.25) describes the evolution of an initial Gaussian state $\boldsymbol{\Sigma}$ into the Gaussian environment $\boldsymbol{\Sigma}_{\infty}$ showing that the evolution preserves the Gaussian character of the state.

We have now the instruments necessary to clearly understand the study of the next chapter. We will consider the behaviour of some pure Gaussian states when exploited in extracting information on the damping constant of dissipative media. The above description of noisy evolution will be used to describe the dissipative medium which the radiation encounters.

[^5]
## Interferometry with Gaussian states

Entanglement can be a resource because interesting results in the optical domain can be retrieved in binary communication and state discrimination $[59,60]$ to name but a few. The interferometric apparatus can be exploited also to retrieve information about damping constants and so it can be used to characterize dissipative media. Thanks to entangled light the estimation and the discrimination of two such constants can be more precise than in the cases in which non-entangled quantum state or classical state are employed.

It must be however said that for a deep understanding of the role of entanglement, the QET should be called into question, an in-depth study of which has been developed only in the last few years. For the damping constants a rudimental estimation method has been proposed by H. Venzel and M. Freyberger in [64]. There it is shown how an entangled state can give in principle better results than a scheme in which either classical light and or a state presenting only quantum superposition is employed.

This chapter is devoted to presenting an original method to attest the usefulness of entangled Gaussian states in a possible process of estimation or discrimination of two media characterized by different damping constants in which the input signal interacts several times with the damping media.

### 3.1 Set-up dynamics

In this section we describe the evolution of the Gaussian input states inside an optical set-up consisting of one Beam Splitter and a dissipative medium.

Let's consider the following two situations in which:

- a pure single mode gaussian state described by density operator $\rho_{\text {in }}=$ $|\alpha, \zeta\rangle\langle\alpha, \zeta|$ enters a ring cavity where a medium characterized by a damping parameter $\Gamma$ is placed, Fig. (3.1) top.
- a pure two mode gaussian state described by the operator $\omega_{\text {in }}=\rho_{\text {in }} \otimes \rho_{0}$ is a beam splitter input state, $\rho_{0}=|0\rangle\langle 0|$ being the vacuum density operator. Along the path of the transmitted field we put the damping media and the ring cavity, Fig. (3.1) bottom.

Our aim is to compare the two setups for fixed energy impinging on the medium, as we will show in section 3.2, in order to see if the entangler ${ }^{1}$ property of the beam splitter can improve the ability to discriminate between two different media characterized by two damping costant $\Gamma_{1}$ and $\Gamma_{2}$.

After $N$ cycles, that is, after the field has interacted with the medium $N$ times, one obtains the output states $\rho_{\text {out }}$ and $\omega_{\text {out }}$ coming out the cavity thanks to an optical switch, respectively for single mode and two mode gaussian state.


Figure 3.1: experimental setup for the discrimination of absorbers. Top: scheme for a single mode gaussian state entering directly the dissipative medium. Bottom: one mode of squeezed radiation impinges on a beam splitter of transmissivity $\tau$ and the trasmitted field reaches the same medium employed in the simpler single mode case.

For the system concerning single mode gaussian state, we have an output state (see section 2.3), characterized by covariance matrix and mean values

[^6]vector given by the following recursive formulas:
\[

$$
\begin{aligned}
\boldsymbol{\sigma}_{N}(\eta) & \equiv \mathbb{S}_{\eta}\left[\boldsymbol{\sigma}_{N-1}(\eta)\right] \\
\boldsymbol{x}_{N}(\eta) & \equiv \mathbb{T}_{\eta}\left[\boldsymbol{x}_{N-1}(\eta)\right]
\end{aligned}
$$
\]

where

$$
\begin{aligned}
\mathbb{S}_{\eta}[\boldsymbol{\sigma}] & \equiv \boldsymbol{\sigma} \rightarrow \boldsymbol{\sigma}(\eta) \\
\mathbb{T}_{\eta}[\boldsymbol{x}] & \equiv \boldsymbol{G _ { \eta } ^ { 1 / 2 }} \boldsymbol{\sigma} \mathbb{G}_{\eta}^{1 / 2}+\left(\mathbb{1}_{2}-\mathbb{G}_{\eta}\right) \boldsymbol{\sigma}_{\infty} \\
& =\mathbb{G}_{\eta}^{1 / 2} \boldsymbol{x},
\end{aligned}
$$

and $\boldsymbol{\sigma}_{0}(\eta)=\boldsymbol{\sigma}_{\text {in }}$ and $\boldsymbol{x}_{0}(\eta)=\boldsymbol{x}_{\text {in }}$.
Let us now focus our attention to the two-mode product state: $\omega_{\text {in }}=$ $\rho_{\text {in }} \otimes \rho_{0}$.

After the state has been passed through the BS and through the medium for the first time, the covariance matrix and the mean values vector become:

$$
\begin{aligned}
& \boldsymbol{\Sigma}_{\text {in }} \rightarrow \boldsymbol{\Sigma}_{1}(\eta) \equiv \mathbb{U}_{\Gamma}\left[\boldsymbol{S}_{\tau}^{T} \boldsymbol{\Sigma}_{\text {in }} \boldsymbol{S}_{\tau}\right], \\
& \boldsymbol{X}_{\text {in }} \rightarrow \boldsymbol{X}_{1}(\eta) \equiv \mathbb{V}_{\Gamma}\left[\boldsymbol{S}_{\tau}^{T} \boldsymbol{X}_{\text {in }}\right],
\end{aligned}
$$

where

$$
\boldsymbol{S}_{\tau}=\left(\begin{array}{cc}
\sqrt{\tau} \mathbb{1}_{2} & -\sqrt{1-\tau} \mathbb{1}_{2}  \tag{3.1}\\
\sqrt{1-\tau} \mathbb{1}_{2} & \sqrt{\tau} \mathbb{1}_{2}
\end{array}\right)
$$

is the sympletic matrix associated to the BS with transmissivity $\tau$ and

$$
\begin{aligned}
\mathbb{U}_{\eta}[\boldsymbol{\Sigma}] & \equiv \boldsymbol{\Sigma} \rightarrow \boldsymbol{\Sigma}(\eta)=\mathbb{G}_{\eta}^{1 / 2} \oplus \mathbb{1}_{2} \boldsymbol{\Sigma} \mathbb{G}_{\eta}^{1 / 2} \oplus \mathbb{1}_{2}+\left(\mathbb{1}_{4}-\mathbb{G}_{\eta} \oplus \mathbb{1}_{2}\right) \boldsymbol{\Sigma}_{\infty} \\
\mathbb{V}_{\eta}[\boldsymbol{X}] & \equiv \boldsymbol{X} \rightarrow \boldsymbol{X}(\eta)=\mathbb{G}_{\eta}^{1 / 2} \oplus \mathbb{1}_{2} \boldsymbol{X}
\end{aligned}
$$

with $\eta=\Gamma t$ and $\boldsymbol{\Sigma}_{\infty}$ is the asymptotic covariance matrix.
After $N$ cycles, the two-mode output state is characterized by a covariance matrix and a mean values vector given by the following formulas:

$$
\begin{aligned}
& \boldsymbol{\Sigma}_{N}(\eta) \equiv \mathbb{U}_{\Gamma}^{N}\left[\boldsymbol{S}_{\tau}^{T} \boldsymbol{\Sigma}_{\mathrm{in}} \boldsymbol{S}_{\tau}\right], \\
& \boldsymbol{X}_{N}(\eta) \equiv \mathbb{V}_{\Gamma}^{N}\left[\boldsymbol{S}_{\tau}^{T} \boldsymbol{X}_{\mathrm{in}}\right]
\end{aligned}
$$

We remind that in the case of such factorized Gaussian state: $\omega_{\text {in }}=\rho_{\text {in }} \otimes \rho_{0}$, the covariance matrix looks like:

$$
\boldsymbol{\Sigma}_{i n}=\boldsymbol{\sigma}_{i n} \otimes \boldsymbol{\sigma}_{0}
$$

and $\boldsymbol{\sigma}_{0}=\frac{1}{2} \mathbb{1}_{2}$.
It is worth noticing that for this last case we could have employed a MachZehnder interferometer, anyway to see whether entanglement could be a fruitful resource in the process of discriminating, the final beam splitter of a MachZehnder interferometer is not necessary, as we will see in the next section.

### 3.2 Hilbert-Schmidt distance

The criterion we will adopt to see if an entangled state can be useful in the process of discrimination is the following: initially we consider the expression of the output state emerging from the set-up of Fig. (3.1) when a medium characterized by damping constant $\Gamma_{1}$ is inserted. Then, with the same input state, the procedure is repeated with another medium with a different constant damping $\Gamma_{2}$. We find the form of these two Gaussian states. Specifically, we find the form of their covariance matrices, as explained in Chapter 2, and we compare them by quantifying their "similarity" through the Hilbert-Schmidt distance (HS) [69], which is defined as:

$$
\begin{equation*}
d\left(\rho_{1}, \rho_{2}\right):=\frac{1}{2} \operatorname{Tr}\left(\rho_{1}-\rho_{2}\right)^{2}=\frac{\mu\left[\rho_{1}\right]+\mu\left[\rho_{2}\right]-2 \kappa\left[\rho_{1}, \rho_{2}\right]}{2}, \tag{3.2}
\end{equation*}
$$

with $\mu\left[\rho_{i}\right]=\operatorname{Tr}\left[\rho_{i}^{2}\right], i=1,2$ and $\kappa\left[\rho_{2}, \rho_{1}\right]=\operatorname{Tr}\left[\rho_{1} \rho_{2}\right]$ denoting the purity of $\rho$ and the overlap between $\rho_{1}$ and $\rho_{2}$, respectively. Recalling expression (2.11) for the characteristic function of a gaussian state, Eqs. (2.15) and the following property

$$
\begin{equation*}
\int d^{n} \boldsymbol{X} \exp \left\{-\frac{1}{2} \boldsymbol{X}^{T} Q^{-1} \boldsymbol{X}+i \boldsymbol{\Lambda}^{T} X\right\}=\sqrt{(2 \pi)^{n} \operatorname{Det}[Q]} \exp \left\{-\frac{1}{2} \boldsymbol{\Lambda}^{T} Q \boldsymbol{\Lambda}\right\} \tag{3.3}
\end{equation*}
$$

valid for any symmetric positive-definite matrix $Q \in M(n, \mathcal{R})$, we get

$$
\operatorname{Tr}\left[\rho_{i}^{2}\right]=\frac{1}{2^{n} \sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{i}\right]}} .
$$

Concerning the overlap, from Eq. (B.4)

$$
\begin{gathered}
\operatorname{Tr}\left[\rho_{1} \rho_{2}\right]=\int \frac{d^{2 n} \boldsymbol{\Lambda}}{(2 \pi)^{n}} \chi\left[\rho_{1}\right](\boldsymbol{\Lambda}) \chi\left[\rho_{2}\right](-\boldsymbol{\Lambda})= \\
\int \frac{d^{2 n} \boldsymbol{\Lambda}}{(2 \pi)^{n}} \exp \left\{-\frac{1}{2} \boldsymbol{\Lambda}^{T} \boldsymbol{\sigma}_{1} \boldsymbol{\Lambda}+i \boldsymbol{\Lambda}^{T} \overline{X_{1}}\right\} \exp \left\{-\frac{1}{2} \boldsymbol{\Lambda}^{T} \boldsymbol{\sigma}_{2} \boldsymbol{\Lambda}-i \boldsymbol{\Lambda}^{T} \overline{X_{2}}\right\}= \\
\int \frac{d^{2 n} \boldsymbol{\Lambda}}{(2 \pi)^{n}} \exp \left\{-\frac{1}{2} \boldsymbol{\Lambda}^{T}\left(\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right) \boldsymbol{\Lambda}+i \boldsymbol{\Lambda}^{T}\left(\overline{X_{1}}-\overline{X_{2}}\right)\right\}= \\
\frac{\exp \left\{-1 / 2\left(\overline{X_{1}}-\overline{X_{2}}\right)^{T}\left(\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right)^{-1}\left(\overline{X_{1}}-\overline{X_{2}}\right)\right\}}{\sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right]}}
\end{gathered}
$$

We can now write the expression of HS distance between two generic n-mode gaussian states:

$$
\begin{align*}
& d\left(\rho_{1}, \rho_{2}\right)=\frac{1}{2}\left(\frac{1}{2^{n} \sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{1}\right]}}+\frac{1}{2^{n} \sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{2}\right]}}\right. \\
& \left.-2 \frac{\exp \left[-1 / 2\left(\overline{X_{1}}-\overline{X_{2}}\right)^{T}\left(\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right)^{-1}\left(\overline{X_{1}}-\overline{X_{2}}\right)\right]}{\sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right]}}\right) \tag{3.4}
\end{align*}
$$

The analytic expression of HS for the single mode state in the case we are considering reads as follows

$$
\begin{aligned}
& d\left(\rho\left(\eta_{1}\right), \rho\left(\eta_{2}\right)\right)= \\
& \frac{1}{2}\left(\frac{1}{2 \sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{\mathrm{N}}\left(\eta_{1}\right)\right]}}+\frac{1}{2 \sqrt{\operatorname{det}\left[\boldsymbol{\sigma}_{\mathrm{N}}\left(\eta_{2}\right)\right]}}-\right. \\
& \left.2 \frac{\exp \left[-1 / 2\left(\boldsymbol{x}_{N}\left(\eta_{1}\right)-\boldsymbol{x}_{N}\left(\eta_{2}\right)\right)^{T}\left(\boldsymbol{\sigma}_{N}\left(\eta_{1}\right)+\boldsymbol{\sigma}_{N}\left(\eta_{2}\right)\right)^{-1}\left(\boldsymbol{x}_{N}\left(\eta_{1}\right)-\boldsymbol{x}_{N}\left(\eta_{2}\right)\right]\right.}{\sqrt{\operatorname{det}\left[\boldsymbol{\sigma}_{\mathrm{N}}\left(\eta_{1}\right)+\boldsymbol{\sigma}_{\mathrm{N}}\left(\eta_{2}\right)\right]}}\right),
\end{aligned}
$$

$\rho\left(\eta_{k}\right), k=1,2$, being the state outgoing the ring cavity after $N$ interactions with the dissipative medium with damping parameter $\eta_{k}$.

For the two mode case:

$$
\begin{aligned}
& d\left(\omega\left(\eta_{1}\right), \omega\left(\eta_{2}\right)\right)=\frac{1}{2}\left(\frac{1}{\left(4 \sqrt{\operatorname{Det}\left[\boldsymbol{\Sigma}_{\mathrm{N}}\left(\eta_{1}\right)\right]}\right.}+\frac{1}{4 \sqrt{\operatorname{Det}\left[\boldsymbol{\Sigma}_{\mathrm{N}}\left(\eta_{2}\right)\right]}}\right. \\
& \left.-2 \frac{\exp \left[-1 / 2\left(\boldsymbol{X}_{N}\left(\eta_{1}\right)-\boldsymbol{X}_{N}\left(\eta_{2}\right)\right)^{T}\left(\boldsymbol{\Sigma}_{N}\left(\eta_{1}\right)+\boldsymbol{\Sigma}_{N}\left(\eta_{2}\right)\right)^{-1}\left(\boldsymbol{X}_{N}\left(\eta_{1}\right)-\boldsymbol{X}_{N}\left(\eta_{2}\right)\right)\right]}{\sqrt{\operatorname{Det}\left[\boldsymbol{\Sigma}_{\mathrm{N}}\left(\eta_{1}\right)+\boldsymbol{\Sigma}_{\mathrm{N}}\left(\eta_{2}\right)\right]}}\right)
\end{aligned}
$$

$\omega\left(\eta_{k}\right), k=1,2$, being the output state after $N$ cycles.
If we consider the squeezed state $|\beta, \zeta\rangle$ as input states for the scheme in Fig. (3.1) top and $|\alpha, \xi\rangle$ for the one in Fig. (3.1) bottom, the total energy impinging on the medium is respectively:

$$
\begin{gather*}
E_{0}=|\beta|^{2}+\sinh ^{2} s  \tag{3.5}\\
\mathcal{E}_{0}=\left(|\alpha|^{2}+\sinh ^{2} r\right) \tau \tag{3.6}
\end{gather*}
$$

where we put $|\zeta|=s$ and $|\xi|=r$. In order to compare the two different schemes for fixed total energy absorbed by the lossy medium, we should have $E_{0}=\mathcal{E}_{0}$. We address the following way to equate the energies: fixing $|\alpha|$ and $r$ and putting $|\beta|=\sqrt{\tau}|\alpha|$ and $s=\sinh ^{-1}[\sqrt{\tau} \sinh s]$. In Figs. (3.2) and (3.3) the behaviour of HS for a vacuum squeezed state as input state for both cases is plotted. As it can be seen from Fig. (3.2), the entanglement of the emerging state from the beam splitter increases the distance between two output states with respect to the distance between the input single mode gaussian states in the range of low trasmissivity $\tau$.

Let's see in detail this behaviour of HS in the case of vacuum squeezed input state: for $\tau \rightarrow 0$ we have:

$$
\begin{array}{r}
d\left(\rho\left(\eta_{1}\right), \rho\left(\eta_{2}\right)\right)=\frac{1}{2} \sinh ^{2} r\left(G_{1}^{N}-G_{2}^{N}\right)^{2} \tau+o(\tau) \\
d\left(\omega\left(\eta_{1}\right), \omega\left(\eta_{2}\right)\right)=\sinh ^{2} r\left(\sqrt{G_{1}^{N}}-\sqrt{G_{2}^{N}}\right)^{2} \tau+o(\tau), \tag{3.8}
\end{array}
$$

where $G_{i}=e^{-\eta_{i}}$. Calling $G_{1}=G, G_{2}=G+\delta G$ with $\delta G \simeq 0$ it is possible to rewrite the distances in this way:

$$
\begin{align*}
& d\left(\rho\left(\eta_{1}\right), \rho\left(\eta_{2}\right)\right)=\frac{1}{2} N^{2} G^{2 N}\left(\frac{\delta G}{G}\right)^{2} \tau \sinh ^{2} r+o(\tau)  \tag{3.9}\\
& d\left(\omega\left(\eta_{1}\right), \omega\left(\eta_{2}\right)\right)=\frac{1}{4} N^{2} G^{N}\left(\frac{\delta G}{G}\right)^{2} \tau \sinh ^{2} r+o(\tau) \tag{3.10}
\end{align*}
$$



Figure 3.2: Plot of the HS-distances versus the number $N$ of times the signal passes through the lossy media, for fixed total energy impinging on the medium (solid line refers to single mode gaussian state), in the case of vacuum squeezed state as input states. We set $\Gamma_{2}=0.71$ and $\Gamma_{2}=0.7$.


Figure 3.3: Plot of the HS-distances versus the number $N$ of times the signal passes through the lossy media, for fixed total energy impinging on the medium (solid line refers to single mode gaussian state), in the case of vacuum squeezed as input states. We set $\Gamma_{1}=0.71$ and $\Gamma_{2}=0.7$. In this case both schemes are almost identical, if the transmissivity is one, the superposition of the curves is obtained. The result shows that, in the regime of high values of trasmissivity, there is no utility of entanglement.
from these expression it follows:

$$
\begin{equation*}
\frac{d\left(\omega\left(\eta_{1}\right), \omega\left(\eta_{2}\right)\right)}{d\left(\rho\left(\eta_{1}\right), \rho\left(\eta_{2}\right)\right)} \simeq \frac{1}{2 G^{N}} . \tag{3.11}
\end{equation*}
$$

This term is larger than 1 when $N$ is not bigger than a threshold value: $N_{t h} \bumpeq$ $\frac{-\log 2}{\log G}$. We can also find out the analytic expressions for the N maximum in this approximation

$$
\begin{align*}
& N_{1 \text { mode }} \simeq-\frac{1}{\log G}  \tag{3.12}\\
& N_{2 \text { mode }} \simeq-\frac{2}{\log G} \tag{3.13}
\end{align*}
$$



Figure 3.4: Bi-logarithmic plot of the two mode HS-distances optimized over the number of cycles versus the total energy impinging on the medium from Eq. (3.6) . From bottom to top is $\gamma=0.05,0.5,0.88$. So increasing squeezing is useful to achieve better discrimination between the two states.


Figure 3.5: Vacuum squeezed input states for single mode and bipartite gaussian states employed in the set-up of figure (3.1): the number of cycles for which the HS reaches its maximum for both cases has been considered. Then the difference between these maximimum values has been plotted as a function of the squeezed energy $\sinh ^{2} r$, see Eq. (3.6). Curve going through negative region is with $\tau=0.9$. Red curve is for $\tau=0.1$. This confirms the fact that for low transmissivity it is always convenient increasing squeezing energy for a vacuum squeezed state. The curve intersects the red one for $\tau=0.5$.
and we observe that these last expressions are both smaller than $N_{t h}$. This means that when we consider the optimized Hilbert Schmidt distance, i.e when we take the value for which the distances reach the maximum $N$, in the limit of low $\tau$ we can discriminate between two damping constants in cases in which very few photons reach the dissipative medium. We can interpret this result in the direction of a continuous variable version of the so called Interaction Free Measurement [70] for the fact that the interaction with the dissipative medium is kept low, see Fig. (3.2) for details. Moreover, our set-up, which is very similar to the one proposed in [64], could be also used in the process of estimation of the damping constant $\Gamma$.

In Fig. (3.4) it is shown how increasing squeezing energy can give bet-



Figure 3.6: HS-distance as a function of cycles for the cat state $N_{\alpha}\left(\left|\frac{i \alpha}{2}\right\rangle+\left|\frac{-i \alpha}{2}\right\rangle\right)$ as input states for our experimental apparatus of Fig. (3.1). $N_{\alpha}$ is a suitable normalization constant. Dashed line is for bipartite state, continuous line is for cat state entering directly the dissipative medium. Note that increasing energy in this case destroys the effect of entanglement.
ter performances when the two mode gaussian state case is considered. The following parametrization has been assumed:

$$
\begin{equation*}
E_{t o t}=(1-\gamma) E_{t o t}+\gamma E_{t o t} \tag{3.14}
\end{equation*}
$$

with $E_{\text {tot }}=|\alpha|^{2}+\sinh ^{2} r$ and $\gamma=\frac{\sinh ^{2} r}{|\alpha|^{2}+\sinh ^{2} r}$. Recalling Eq. (3.6) it is important to point out that $E_{\text {tot }}=\frac{\mathcal{E}_{0}}{\tau}$.

We finally recall that the use of Gaussian states makes the experimental realization more feasible than the cases in which other quantum states, as for example linear superposition of coherent state, the so called (not normalized) cat state,

$$
\left|\frac{i \alpha}{2}\right\rangle+\left|\frac{-i \alpha}{2}\right\rangle
$$

are employed [64, 65]. In Fig. (3.6) the behaviour of this state for which the HS has been analiticaly evaluated is also shown.

### 3.3 Uhlman's fidelity

A further study to evaluate the similarity between the states has been performed by means of the Uhlman's fidelity [81]. In this case we have considered
only one state entering the medium, the other one is assumed to remain pure, namely we have worked in the regime: $\Gamma_{1}=\Gamma$ and $\Gamma_{2}=1$.

Uhlman's fidelity between two quantum states $\rho_{1}, \rho_{2}$ is defined as:

$$
\begin{equation*}
F\left(\rho_{1}, \rho_{2}\right):=\operatorname{Tr}\left[\sqrt{\sqrt{\rho_{1}} \rho_{2} \sqrt{\rho_{1}}}\right]^{2} \tag{3.15}
\end{equation*}
$$

Such a quantity is very important in quantum information theory for which a fundamental problem is to define an upper limit (the channel capacity) to the amount of quantum information that can be transmitted with an arbitrarily highly fidelity.

Morover it can be employed to build the Bures' distance

$$
d_{B}\left(\rho_{1}, \rho_{2}\right):=\left[2-2 \sqrt{F\left(\rho_{1}, \rho_{2}\right)}\right]^{1 / 2}
$$

which is a quantity used to evaluate the distance between two quantum states in the Hilbert space. For two pure states, the HS distance and the Bures' distance are identical.

As said, we can perform a study similar to the one performed in the previous sections and we can interpret the behaviour of the fidelity as an evaluation of similarity between two states in the Hilbert space.


Figure 3.7: Fidelity as a function of cycles: dashed curve is two mode gaussian state. Continuous line is the single mode Gaussian state. $T=0.1$

Now some properties follow:

1. $F\left(\rho_{1}, \rho_{2}\right) \leq 1$ and $F\left(\rho_{1}, \rho_{2}\right)=1$ if and only if $\rho_{1}=\rho_{2}$;
2. $F\left(\rho_{1}, \rho_{2}\right)=F\left(\rho_{2}, \rho_{1}\right)$;
3. If $\rho_{1}$ is a pure state, $\rho_{1}=\left|\psi_{1}\right\rangle\left\langle\psi_{1}\right|$ then
$F\left(\rho_{1}, \rho_{2}\right)=\left\langle\psi_{1}\right| \rho_{2}\left|\psi_{1}\right\rangle ;$
4. $F\left(\rho_{1}, \rho_{2}\right)$ is invariant under unitary transformations on the state space;

Since the computation of the $\sqrt{\rho}$ factor in the continuous variable domain is quite often very demanding, few concrete examples of analytic calculations are


Figure 3.8: Fidelity as a function of cycles: dashed curve is two mode gaussian state. Continuous line is single mode Gaussian state. $T=0.9$


Figure 3.9: Optimized Fidelity over number of cycles as a function of total Energy: dashed curve is two mode gaussian state. Continuous line is single mode Gaussian state. Again in the case of high transmissivity the distance between the two bipartite states is bigger than the one for single mode. $\beta=$ $\frac{\sinh ^{2} r}{|\alpha|^{2}+\sinh ^{2} r}$, see parametrization of Eq. (3.14).
known. For multimode thermal squeezed states the fidelity has been calculated by Gh.-S. Paraoanu et al. [72].

We are interested in the case in which one of the two states remains pure.

Going back to Gaussian states, the Uhlman's fidelity reads:

$$
\begin{equation*}
F\left(\rho_{1}, \rho_{2}\right)=\left\langle\psi_{1}\right| \rho_{2}\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right]}} \tag{3.16}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{i}, i=1,2$ are covariance matrices. By evaluating the fidelity, it seems that the behaviour we found by exploiting the HS extends also for the values of transmissivity $\tau$ ranging from 0 to 1 , namely the fidelity curve for the scheme involving the two mode Gaussian state is always below the curve for the single mode state, see Figs. (3.7), (3.8) and (3.9). Unfortunately, specializing the study, which in the previous section was performed with the HS distance, to the fidelity is not a simple task, due to some technicality encountered when two mixed states are involved in the computation of the fidelity itself. Some remarks will be now given.

### 3.4 Concluding remarks

Exploiting our simple set up of fig. (3.1), we have studied the behaviour of the HS as a function of the number of times the radiation enters the medium. We have fixed the energy impinging on the medium and compared two different cases: single mode vacuum squeezed state and single mode vacuum squeezed state mixed with vacuum by means of a beam splitter. From the comparison, it results that in the particular regime of low transmissivity $\tau$, entanglement makes the HS bigger than what can be obtained for the single vacuum squeezed state. This fact leads to another important result, i.e.: if $\tau$ is kept low, we may discriminate between two damping parameters even if the radiation does not interact so much with the medium, analogously to what happens in the fundamental task of the so called Interaction free measurement [71].

Moreover we note that, contrarily to the single mode case, with the entangled Gaussian state, one does not exploit the interaction of the radiation field with the medium, but the increased entanglement due to the presence of the beam splitter: if entanglement is present, it is possible to obtain more information about the damping constant by having few interaction between the field and the medium!

Once again we discover the intriguing and special behaviour of entangled quantum states.

At this point, we will turn to discrete variable domain and we will deal with the problem of estimation in bosonic systems.

## Chapter

## Quantum metrology with loss in Bosonic systems

Typical quantum $\sqrt{N}$ enhancement predicted by quantum estimation theory is the main contrubution given by quantum effects (such as squeezing and entanglement). When estimating an unknow parameter in a quantum system we tipically prepare a probe and let it interact with the system and then we measure the probe. Once the dynamics of the system is known, it is possible to deduce the value of the parameter by comparing the input and the output state of the probe. It is well known that quantum states are rarely distinguishable with certainty. For this reason there is always an inherent statistical uncertainty in estimation.

If $N$ identical indipendent probes are used and the results coming from each single probe are averaged, from the central limit theorem we have that the error on the average decreases as $1 / \sqrt{N}$. Exploiting the same physical resources with the addition of quantum effects, a better precision can often be achieved with a customary $\sqrt{N}$ enhancement, i.e. a scaling of $1 / N$. Unfortunately, to fully exploit such resources, it is not a simple task when loss is introduced.

As it will be explained in section 4.3 of this chapter, with an $N$ photons maximally path entangled state, called NOON state, it is possible to achieve and saturate the Heisenberg limit, i.e the scale law of the minimun phase error:

$$
\begin{equation*}
\delta \phi_{\min }=1 / N \tag{4.1}
\end{equation*}
$$

but if we look at how the the pure NOON state evolves under a lossy map, we will see how crucial is the loss of only a single photon [29, 33], revealing the high sensitivity of this state to the noisy map.

It is tempting to attribute this behaviour to the fact that we are considering a maximally entangled state, but for our case, namely Fock state interferometry [43], we will see that this intuition is not true in general.

We are going to deal with bosonic systems, so our probes will be photons and the NOON state will be characterized by path entanglement. Morover
there will be a further correlation between the probes due to their coexistence in a Fock state (as we will see), a correlation that is not considered in standard quantum metrology. In [27] the treatment is performed with qubits, and the most natural way to encode logical information in physical system is by means of dual railing encoding [81] in which the logical bit is encoded in a two mode Fock state, where one of two mode is populated by exactly one photon, while the other mode is left in the vacuum state.

In such a framework, we will see (section 4.5) that being maximally entangled could be a resource for a state if noise is considered, contrary to what was pointed out, for example, in [54] and to what is general assumed in the literature.

### 4.1 Physical information encoding

In this section we will deal with the problem of physical encoding, starting from the description of the dual railing code, we will see how logical information can be encoded in optical systems.

Logical information must be encoded in physical systems. In quantum information theory information is carried by qubits and an example of physical information encoding is the dual railing encoding [81].

We express the formal equivalence:

$$
\begin{gather*}
|0\rangle \equiv|1,0\rangle_{a, b}  \tag{4.2}\\
|1\rangle \equiv|0,1\rangle_{a, b} \tag{4.3}
\end{gather*}
$$

With this particular encoding two field modes (labelled by $a$ and $b$ ) are employed, and they can be populated only by one particle or left in the vacuum state. Such encoding is widely employed in quantum information theory since it permits to reproduce logical algorithms and operations performed on qubits in real systems. An example is the realization of C-NOT gate by means of Kerr-media (see [81] chapter 7). Moreover, in a recent work [37], a method to obtain maximally multipartite entangled states has been proposed exploiting such encoding with polarization modes by means of QND measurements.

Suppose now to have a $N$-qubit system. It is possible to make the following equivalence which is not an encoding anyway:

$$
\begin{align*}
&|0\rangle^{\otimes N} \equiv|N, 0\rangle_{a, b}  \tag{4.4}\\
&|1\rangle^{\otimes N} \equiv|0, N\rangle_{a, b}  \tag{4.5}\\
& \frac{1}{\sqrt{2}}\left(|0\rangle^{\otimes N}+|1\rangle^{\otimes N}\right) \equiv \frac{1}{\sqrt{2}}\left(|N, 0\rangle_{a, b}+|0, N\rangle_{a, b}\right), \tag{4.6}
\end{align*}
$$

and we have introduced the $N$-photon Fock states. As it will be explained in chapter 6 , we have in this case a $N$ qubit system which can be interpreted as an optical system involving $N$ Fock state interferometry. [43, 44]. In this way
we will see how it is ideally possible to have a phase precision at the Heisenberg limit. Note how the entanglement between probes which characterizes qubit systems become now an entanglement between field modes. This poses a conceptual change due to the fact that probes are bunched in a single (spatial or polarization) bosonic field mode, and the entanglement does not involve them individually.

### 4.2 Description of lossy map

At this point is necessary to study the evolution of quantum states in presence of loss. First of all we will see how to describe noise: it can be shown [50] that a lossy channel of quantum efficiency $\eta$ (which also takes into account the detection efficiency) can be described by considering a perfect channel and inserting a beam splitter of transmissivity $\eta$. The second input port $b$ of the beam splitter is in the vacuum state $|0\rangle$ and one output port is traced out (see Fig.(4.1)). This allows us to obtain the non-unitary evolution of a lossy


Figure 4.1: Description of a lossy channel mode through a beam splitter of transmissivity $\eta$ equal to the channel quantum efficiency.
channel. It can be shown that, starting from the unitary evolution of the beam splitter

$$
\begin{equation*}
U=\exp \left[-\arctan \left(\sqrt{\frac{1-\eta}{\eta}}\right)\left(a b^{\dagger}-a^{\dagger} b\right)\right] \tag{4.7}
\end{equation*}
$$

(where the mode definition for $a$ and $b$ is given in Fig. (4.1)), one obtains the following completely positive map for the density matrix evolution in the presence of loss

$$
\begin{equation*}
\rho=|\psi\rangle\langle\psi| \longrightarrow \rho=\operatorname{Tr}_{b}\left[U \rho \otimes|0\rangle_{b}\langle 0| U^{\dagger}\right]=\sum_{n=0}^{\infty} V_{n} \rho V_{n}^{\dagger}, \tag{4.8}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{n}=\left(\frac{1-\eta}{\eta}\right)^{\frac{n}{2}} \frac{a^{n}}{\sqrt{n!}} \eta^{\frac{a^{\dagger} a}{2}} . \tag{4.9}
\end{equation*}
$$

This description will be widely employed in the rest of the present work for, as we said, we are mostly interested in retrieving information from quantum state when photons are lost.

It is important to stress that with an $N$ photon Fock state is not properly correct to state that we have $N$ probes as it is not possible to extract deterministically $N$ single photons from $|N\rangle$. When it is said that $n \leq N$ photons are lost, this must be considered as an a posteriori intepretation that is done considering the mixed state emerging from the noisy channel.

This section is very important because it states how to consider the noise in realistic scenarios and how to apply a lossy map to a quantum state. We will widely use such model in the remaining of the thesis.

### 4.3 Quantum estimation with NOON state

As we said in the introduction of this chapter, we will show how it is possible to ideally achieve the Heisenberg limit exploiting a particular quantum state. Such a state has been introduced in quantum estimation theory in order to see how it was possible to reach the Heisenberg limit. Unfortunately, as we will see, the property of being maximally entangled is not a guarantee of being a suitable state when noise is introduced.

Firstly we will be concearned with ideal case, namely no loss, and we will study the performances of this state in presence of noise.

### 4.3.1 NOON States and the Heisenberg Limit

Maximally entangled states of the form

$$
\begin{equation*}
|N:: 0\rangle_{a, b}=\frac{1}{\sqrt{2}}\left(|N, 0\rangle_{a, b}+|0, N\rangle_{a, b}\right), \tag{4.10}
\end{equation*}
$$

are called NOON states [45, 51, 52], where

$$
\begin{equation*}
|m, n\rangle_{a, b}=|m\rangle_{a}|n\rangle_{b}, \tag{4.11}
\end{equation*}
$$

and $|m\rangle_{a}$ is a Fock state with $m$ quanta in mode $a$,

$$
\begin{equation*}
|m\rangle_{a}=\frac{1}{\sqrt{m!}}\left(\widehat{a}_{a}^{\dagger}\right)^{m}|0\rangle_{a}, \tag{4.12}
\end{equation*}
$$

with $\widehat{a}_{a}^{\dagger}$ and $|0\rangle_{a}$ the usual creation operator and vacuum state for mode $a$. In interferometry, for example, modes $a$ and $b$ are different paths around the interferometer. The argument that NOON states allow phase measurement at the Heisenberg limit (4.1) is as follows. A phase shift of $\phi$ in mode $b$, which is obtained through the application of the unitary operator $U=\mathrm{e}^{i \hat{b}^{\dagger} b} \phi$, changes the state (4.10) to

$$
\begin{equation*}
|N:: 0 ; \phi\rangle_{a, b}=\frac{1}{\sqrt{2}}\left(|N, 0\rangle_{a, b}+\exp (i N \phi)|0, N\rangle_{a, b}\right) . \tag{4.13}
\end{equation*}
$$

The phase $\phi$ can be determined by measuring the operator [48]

$$
\begin{equation*}
\left.\left.A_{N}=|0, N\rangle_{a, b} \quad a, b\right\rangle N, 0|+| N, 0\right\rangle_{a, b} \quad a, b<0, N \mid . \tag{4.14}
\end{equation*}
$$

In the state (4.13), the expectation value of the operator (4.14) is

$$
\begin{align*}
\left\langle A_{N}\right\rangle_{\phi} & ={ }_{a, b}\langle N:: 0 ; \phi| A_{N}|N:: 0 ; \phi\rangle_{a, b} \\
& =\cos (N \phi), \tag{4.15}
\end{align*}
$$

and its variance is

$$
\begin{align*}
\left(\Delta A_{N}\right)^{2} & ={ }_{a, b}\langle N:: 0 ; \phi| A_{N}^{2}|N:: 0 ; \phi\rangle_{a, b}-\left({ }_{a, b}\langle N:: 0 ; \phi| A_{N}|N:: 0 ; \phi\rangle_{a, b}\right)^{2} \\
& =\sin ^{2}(N \phi) . \tag{4.16}
\end{align*}
$$

From error propagation

Phase measurement by this method is thus seen to be at the Heisenberg limit (4.1), with a precision that can be increased arbitrarily by increasing $N$.

### 4.3.2 NOON state Phase Measurement in the Presence of Loss

In any real system some photons will be inevitably lost prior to detection, a feature not represented in the model of phase measurement described above. Suppose we place beam splitters on both mode $a, b$ of the NOON state characterized by different transmissivities, namely $\eta_{i}, i=1,2$ : we evaluate the evolved state $\mathcal{L}\left(\rho_{\text {NOON }}\right), \rho_{\text {NOON }}$ being density matrix of the NOON state. Once we let the NOON state accumuate a phase $\phi$ we have:

$$
\begin{array}{r}
\mathcal{L}\left(\rho(\phi)_{N O O N}\right)=\frac{1}{2} \sum_{n, m=0}^{\infty} V_{1, n} V_{2, m}\left(|N, 0\rangle\langle N, 0|+|N, 0\rangle\langle 0, N| e^{-i N \phi}+\right. \\
\left.|0, N\rangle\langle N, 0| e^{i N \phi}+|0, N\rangle\langle 0, N|\right) V_{1, n}^{\dagger} V_{2, m}^{\dagger} \tag{4.18}
\end{array}
$$

where $V_{i, n}, i=1,2$ are the operators

$$
\begin{equation*}
V_{i, n}=\left(\frac{1-\eta_{i}}{\eta_{i}}\right)^{\frac{n}{2}} \frac{a^{n}}{\sqrt{n!}} \eta_{i}^{q^{\dagger} a}, \tag{4.19}
\end{equation*}
$$

and the suffix $i$ indicates the quantum efficiency $\eta_{i}$.
Observing that:

$$
\begin{align*}
& \sum_{n=0}^{\infty} V_{n}|N\rangle\langle N| V_{n}^{\dagger}=\sum_{n=0}^{N}\binom{N}{n} \eta^{n}(1-\eta)^{N-n}|N-n\rangle\langle N-n|  \tag{4.20}\\
& \sum_{n=0}^{\infty} V_{n}|N\rangle\langle 0| V_{n}^{\dagger}=\eta^{N / 2}|N\rangle\langle 0| \tag{4.21}
\end{align*}
$$

## 4. Quantum metrology with loss in Bosonic systems

we have the expression:

$$
\begin{align*}
\mathcal{L}\left(\rho(\phi)_{\text {NOON }}\right)= & \frac{1}{2}\left[\sum_{n=1}^{N-1}\binom{N}{n} \eta_{1}^{N-n}\left(1-\eta_{1}\right)^{n}|N-n, 0\rangle\langle N-n, 0|+\right. \\
& \sum_{m=1}^{N-1}\binom{N}{m} \eta_{2}^{N-m}\left(1-\eta_{2}\right)^{n}|0, N-m\rangle\langle 0, N-m|+ \\
& \left.\left(\eta_{1} \eta_{2}\right)^{N / 2}\left(|N, 0\rangle\langle 0, N| e^{-i N \phi}+|0, N\rangle\langle N, 0| e^{i N \phi}\right)\right] . \tag{4.22}
\end{align*}
$$

Measuring the observable (4.14) we have:

$$
\begin{array}{r}
\left\langle A_{N}\right\rangle_{\phi}=\left(\eta_{1} \eta_{2}\right)^{N / 2} \cos N \phi \\
\left\langle A_{N}^{2}\right\rangle_{\phi}=\frac{1}{2}\left(\eta_{1}^{N}+\eta_{2}^{N}\right), \tag{4.24}
\end{array}
$$

that lead to the following expression:

$$
\begin{equation*}
\delta \phi=\frac{\sqrt{\frac{1}{2}\left(\eta_{1}^{N}+\eta_{2}^{N}\right)-\left(\eta_{1} \eta_{2}\right)^{N / 2} \cos N \phi}}{\left|-N\left(\eta_{1} \eta_{2}\right)^{N / 2} \sin N \phi\right|} . \tag{4.25}
\end{equation*}
$$

As would be the case in a practical quantum sensor [33], we assume loss in one arm, $b$, of the interferometer to be much greater than that of the delayed arm $a$, which we assume to be under controlled loss conditions. So we put $\eta_{1}=1, \eta_{2}=\eta$ and obtain:

$$
\begin{equation*}
\delta \phi=\frac{\left.\left[\frac{1}{2}\left(\eta^{-N}+1\right)-\cos ^{2} N \phi\right)\right]^{1 / 2}}{|-N \sin N \phi|} \tag{4.26}
\end{equation*}
$$

For fixed $\eta<1$ and $N, \delta_{p h i}$ is minimized for values of $\phi$ such that

$$
\begin{equation*}
N \phi=(n+1 / 2) \pi, \quad n=0, \pm 1, \pm 2, \ldots \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \phi_{\min }=\frac{\sqrt{\left(\eta^{-N}+1\right) / 2}}{N} \tag{4.28}
\end{equation*}
$$

It is worth reminding that in [35] the same result has been obtained using a master-equation model of continuous loss and entanglement. ${ }^{1}$ For any nonzero amount of loss, i.e., for $\eta<1$, we see from (4.28) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \delta \phi_{\min }^{\prime}=\infty \tag{4.29}
\end{equation*}
$$

Putting $\eta_{1}=\eta_{2}=\eta$ we have:

$$
\begin{array}{r}
\mathcal{L}\left(\rho(\phi)_{\text {NOON }}\right)=\eta^{N} \rho(\phi)_{\text {NOON }}+ \\
\sum_{i=0}^{N-1}\binom{N}{i} \eta^{i}(1-\eta)^{N-i} \frac{1}{2}[|i, 0\rangle\langle i, 0|+|0, i\rangle\langle 0, i|] \tag{4.30}
\end{array}
$$

[^7]$$
\delta \phi=\frac{1}{N \sqrt{\eta^{N}}}
$$


$$
\delta \phi=\frac{\sqrt{\frac{\eta^{-N}+1}{2}}}{N}
$$



Figure 4.2: Top:Behaviour of $\delta \phi=\frac{1}{N \sqrt{\eta^{N}}}$. Bottom: $\delta \phi=\frac{\sqrt{\frac{1+\eta^{-N}}{2}}}{N}$.

Where we have explicitated the phase dipendence in the density matrix, namely: $\rho(\phi)_{\text {NOON }}=|N:: 0 ; \phi\rangle_{a, b}\left\langle N:: 0 ;\left.\phi\right|_{a, b}\right.$, see Eq.(4.13). In this case it is possible to give an intuitive interpretation of Eq. (4.30): if none of the photons is lost, the state is unaffected with a probability $\eta^{N}$. If Instead $i$ photons are lost, the state is left in a mixture of density matrices of a mixed $i$ photons state with probability: $\binom{N}{i} \eta^{i}(1-\eta)^{N-i}$. Always proceding with the same measurement strategy, the following error precision is obtained:

$$
\begin{equation*}
\delta \phi_{\min }=\frac{1}{N \sqrt{\eta^{N}}} . \tag{4.31}
\end{equation*}
$$

From Fig.(4.2) it is possible to observe the high sensitivity to loss of NOON state.

The NOON state performances in realistic scenarios with attenuation have been pointed out in several works [33, 35, 36]: in practice, for most practical applications, the resolution of NOON state phase estimation not only does not achieve the Heisenberg Limit, but is actually worse than the Standard Quantum Limit.

In such a scenario, the need of a more robust state is required: such a suitable state will give, even in the ideal case, a lower precision in phase estimation, but it will retrieve phase information also from other terms of the
mixed state (4.8), contrary to NOON state case for which only a term is able to bear information after the lossy evolution, as it can be seen in Eq.(4.30).

### 4.4 Partially entangled states

We start to analyze our proposal of considering partially entangled state in the phase estimation problem. The idea we intend to investigate will be developed from time to time; now it will be presented the study of a state composed by groups of $M$ NOON states.

Consider the following example, let an $N M$ photon state be defined as:

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(|N, 0\rangle+e^{i N \phi}|0, N\rangle\right)^{\otimes M} \tag{4.32}
\end{equation*}
$$

We want to investigate the behaviour of states in which the photons are grouped, to see if it is possible to have more robustness. The contribution of every NOON state, if we consider lossy evolution [33] of state (4.32), is:

$$
\begin{equation*}
\delta \phi^{N}=\frac{\sqrt{\eta^{-N}}}{N} \tag{4.33}
\end{equation*}
$$

We perform the measurement of the following observable:

$$
\begin{equation*}
A_{N, u n}=\frac{1}{M} \oplus_{i=1}^{M}(|0, N\rangle\langle N, 0|+|N, 0\rangle\langle 0, N|)_{i}=\frac{1}{M} \oplus_{i=1}^{M} A_{N}^{(i)} \tag{4.34}
\end{equation*}
$$

where $A_{N}^{(i)}=(|0, N\rangle\langle N, 0|+|N, 0\rangle\langle 0, N|)_{i}, \quad i=1, \ldots, M$. We have:

$$
\begin{equation*}
\left(\Delta_{\phi} A_{N, u n}\right)^{2}=\frac{1}{M}\left(\Delta_{\phi} A_{N}\right)^{2} . \tag{4.35}
\end{equation*}
$$

This means that:

$$
\begin{equation*}
\Delta A_{N, u n}=\frac{1}{\sqrt{M}} \Delta A_{N} \tag{4.36}
\end{equation*}
$$

which translates into:

$$
\begin{equation*}
\delta \phi_{u n}^{N}=\frac{\sqrt{\eta^{-N}}}{\sqrt{M} N} . \tag{4.37}
\end{equation*}
$$

It is easy to interpret this expression in which the contributions of entanglement, $\frac{\sqrt{\eta^{-N}}}{N}$ term, from the contribution of the classical strategy, $\frac{1}{\sqrt{M}}$ term, are well separated. This precision can be improved by considering states showing entanglement between the $M$ groups. Such states could be more robust to loss without anyway reaching the Heisenberg limit $\frac{1}{M N}$.

### 4.4.1 Entanglement between groups

We now search for states showing entanglement between groups of maximally entangled states to see if it is possible to exploit this further etanglement when lossy map is taken into account. First we present an exemplificative calculation and in next chapter we will deal with this task more deeply.

The behaviour of partially entangled states must now be considered in order to check whether these states can be useful in the presence of noise despite the precision is lower. The way we intend to investigate is suggested in [29], and consists in entangling groups of states, every group being composed by maximally entangled state. For sake of clarity, consider the following state:

$$
\begin{array}{r}
|\psi\rangle_{\phi}=\frac{1}{\sqrt{2}}\left[\frac{|N-1,0\rangle+e^{i(N-1) \phi}|0, N-1\rangle}{\sqrt{2}} \frac{|1,0\rangle+e^{i \phi}|0,1\rangle}{\sqrt{2}}\right]+ \\
{\left[\frac{|1,0\rangle+e^{i \phi}|0,1\rangle}{\sqrt{2}} \frac{|N-1,0\rangle+e^{i(N-1) \phi}|0, N-1\rangle}{\sqrt{2}}\right] .} \tag{4.38}
\end{array}
$$

This is a $N$ photon state, where probes are grouped and a phase is accumulated between the groups. We measure this observable:

$$
\begin{array}{r}
A_{N-1}=|N-1,0,1,0\rangle\langle 0, N-1,0,1|+|0, N-1,0,1\rangle\langle N-1,0,1,0|+ \\
\\
|1,0, N-1,0\rangle\langle 0,1,0, N-1|+| | 0,1,0, N-1\rangle\langle 1,0, N-1,0|=
\end{array}
$$

$$
\begin{equation*}
\mathbf{A}+\mathbf{B}+\mathbf{C}+\mathbf{D} \tag{4.39}
\end{equation*}
$$

The initial state can be written as: $|\psi\rangle=\frac{1}{\sqrt{2}}(|I\rangle|I I\rangle+|I I\rangle|I\rangle)$.
Average value of $A_{N-1}$ now is computed.
It is clear that:

$$
A_{N-1}|\psi\rangle=(\mathbf{A}+\mathbf{B})|I I\rangle|I\rangle+(\mathbf{C}+\mathbf{D})|I\rangle|I I\rangle, \text { then: }
$$

$$
\begin{align*}
& \mathbf{A}|I I\rangle|I\rangle=\frac{1}{2 \sqrt{2}}|N-1,0\rangle\langle 0, N-1|\left(\frac{\left(|N-1,0\rangle+e^{i(N-1) \phi}|0, N-1\rangle\right)}{\sqrt{2}}\right) \\
& \otimes|1,0\rangle\langle 0,1|\left(\frac{\left(|1,0\rangle+e^{i \phi}|0,1\rangle\right)}{\sqrt{2}}\right)=\frac{1}{2 \sqrt{2}}|N-1,0\rangle e^{i(N-1) \phi}|1,0\rangle e^{i \phi} . \tag{4.40}
\end{align*}
$$

It follows:

$$
\begin{equation*}
\langle I|\langle I I| \mathbf{A}|I I\rangle|I\rangle=\frac{1}{8} e^{i N \phi} \tag{4.41}
\end{equation*}
$$

Concerning B:

$$
\begin{array}{r}
\mathbf{B}|I I\rangle|I\rangle=\frac{1}{2 \sqrt{2}}|0, N-1\rangle\langle N-1,0| \\
\left(\frac{\left(|N-1,0\rangle+e^{i(N-1) \phi}|0, N-1\rangle\right)}{\sqrt{2}}\right) \otimes \\
|0,1\rangle\langle 1,0|\left(\frac{\left(|1,0\rangle+e^{i \phi}|0,1\rangle\right)}{\sqrt{2}}\right)=\frac{1}{2 \sqrt{2}}|0, N-1\rangle|0,1\rangle \tag{4.42}
\end{array}
$$

and we obtain:

$$
\begin{equation*}
\langle I|\langle I I| \mathbf{B}|I I\rangle|I\rangle=\frac{1}{8} e^{-i N \phi} . \tag{4.43}
\end{equation*}
$$

Finally:

$$
\begin{equation*}
\langle\psi| A_{N-1}|\psi\rangle=\frac{1}{2} \cos N \phi \tag{4.44}
\end{equation*}
$$

Now we compute the variance, first of all:

$$
\begin{array}{r}
A_{N-1}^{2}=(\mathbf{A}+\mathbf{B}+\mathbf{C}+\mathbf{D})^{2}=(\mathbf{A}+\mathbf{B})^{2}+(\mathbf{C}+\mathbf{D})^{2}+ \\
(\mathbf{A}+\mathbf{B})(\mathbf{C}+\mathbf{D})+(\mathbf{C}+\mathbf{D})(\mathbf{A}+\mathbf{B})=\mathbf{A B}+\mathbf{B A}+\mathbf{C D}+\mathbf{D C}= \\
\underbrace{|N-1,0,1,0\rangle\langle N-1,0,1,0|}_{\mathbf{A B}}+\underbrace{|0, N-1,0,1\rangle\langle 0, N-1,0,1|}_{\mathbf{B A}}+ \\
\underbrace{|1,0, N-1,0\rangle\langle 1,0, N-1,0|}_{\mathbf{C D}}+\underbrace{|0,1,0, N-1\rangle\langle 0,1,0, N-1|)}_{\mathbf{D C}} . \tag{4.48}
\end{array}
$$

In details:

$$
\begin{equation*}
\langle\psi| A_{N-1}^{2}|\psi\rangle=\langle\psi|(\mathbf{A B}+\mathbf{B A}+\mathbf{C D}+\mathbf{D C})|\psi\rangle \tag{4.49}
\end{equation*}
$$

from which follows:

$$
\begin{array}{r}
\mathbf{A B}|I I\rangle|I\rangle+\mathbf{B A}|I I\rangle|I\rangle+ \\
\mathbf{D C}|I\rangle|I I\rangle+\mathbf{C D}|I\rangle|I I\rangle= \\
\frac{1}{2 \sqrt{2}}(|N-1,0\rangle|1,0\rangle+|1,0\rangle|N-1,0\rangle+ \\
\left.(|0, N-1\rangle|0,1\rangle+|0,1\rangle|0, N-1\rangle) e^{i N \phi}\right) \tag{4.51}
\end{array}
$$

so we have the second moment:

$$
\langle\psi| A_{N-1}^{2}|\psi\rangle=\frac{1}{2}
$$

and in the end:

$$
\Delta A_{N-1}^{2}=\frac{1}{2}-\frac{1}{4} \cos ^{2} N \phi=\frac{1}{4}\left(1+\sin ^{2} N \phi\right) .
$$

Through the usual expression for error propagation we obtain:

$$
\delta \phi=\frac{\sqrt{1+\sin ^{2}[N \phi]}}{N \sin [N \phi]}>\frac{1}{N} .
$$



Figure 4.3: Behaviour of the phase error (4.56) as a function of $\theta$ : it can be seen that it lies between $\frac{1}{N-2}$ and $\frac{1}{N}$, in this case respectivley $\frac{1}{8}=0.125$ and $\frac{1}{10}$

From this example we see that state (4.38) is less precise than a $N$ photon NOON state. Morover, we may express (4.38) in this way:

$$
\begin{equation*}
|\psi\rangle_{\phi}=\frac{1}{\sqrt{2}}\left(|N\rangle_{\phi}+|\chi\rangle_{\phi}\right), \tag{4.52}
\end{equation*}
$$

where

$$
\begin{array}{r}
|N\rangle_{\phi}=\frac{1}{2}[|1,0, N-1,0\rangle+|N-1,0,1,0\rangle \\
\left.+\mathrm{e}^{i N \phi}(|0,1,0, N-1\rangle+|0, N-1,0,1\rangle)\right]
\end{array}
$$

and

$$
\begin{aligned}
& |\chi\rangle_{\phi}=\mathrm{e}^{i \phi}(|0,1, N-1,0\rangle+|N-1,0,0,1\rangle) \\
& +\mathrm{e}^{i(N-1) \phi}(|1,0,0, N-1\rangle+|0, N-1,1,0\rangle),
\end{aligned}
$$

note that $\langle N \mid \chi\rangle=0$. Indeed, we could express this state in a more general way:

$$
\begin{equation*}
\left|\psi_{\theta}\right\rangle_{\phi}=\cos \theta|N\rangle_{\phi}+\sin \theta|\chi\rangle_{\phi} \tag{4.53}
\end{equation*}
$$

Starting from the projectors $|N\rangle\langle N|$ and $|\chi\rangle\langle\chi|$, the observable could be chosen in this way:

$$
\begin{align*}
A_{\theta}=4\left|\psi_{\theta}\right\rangle\left\langle\psi_{\theta}\right|= & 4\left(\cos ^{2} \theta|N\rangle\langle N|+\sin ^{2} \theta|\chi\rangle\langle\chi|\right. \\
& +\sin \theta \cos \theta(|N\rangle\langle\chi|+|\chi\rangle\langle N|)) . \tag{4.54}
\end{align*}
$$

We obtain the variance:

$$
\begin{array}{r}
\left(\Delta A_{\theta}\right)^{2}:=_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}^{2}\left|\psi_{\theta}\right\rangle_{\phi}-{ }_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}^{2} \\
=4{ }_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}-{ }_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}^{2} \\
=\left(4-{ }_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}\right)\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi} . \tag{4.55}
\end{array}
$$

So we have to compute:

$$
\begin{equation*}
\delta \phi=\frac{\sqrt{\left(4-{ }_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}\right)\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}}}{\left|\frac{d_{\phi}\left\langle\psi_{\theta}\right| A_{\theta}\left|\psi_{\theta}\right\rangle_{\phi}}{d \phi}\right|} . \tag{4.56}
\end{equation*}
$$

When $\theta=\pi$ we have a NOON like behaviour, namely we have $\delta \phi=\frac{1}{N}$, while for $\theta=\pi / 2, \delta \phi=\frac{1}{N-2}$, see Fig. (4.3).

This example has been made in order to show how information on the phase can be extracted from the not-NOON component of Eq. (4.53).

Morover our aim is to find some state tolerating the lost of more than one photon; starting from (4.38), we can generalize and consider:

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2}}(|n:: 0\rangle|m:: 0\rangle+|m:: 0\rangle|n:: 0\rangle), \tag{4.57}
\end{equation*}
$$

$n+m=N$. We call this state: $m n$-loss. As it can be seen in Appendix E, such a state can tolerate the loss of more than one photon. But as it will be explained in next chapter, it is not a simple task handling with the evolved density matrix of states like or similar to $m n$-loss state in order to describe a deterministic measurement.

We conclude this chapter by considering a state suitable for interferometry in which the desired characteristic of robustness to noise emerges in a very powerful way.

## $4.5 \mathrm{~m} \& \mathrm{~m}$ states

We now present results concerning a particular quantum state and we try to give an example of a deterministic measurement as mentioned in section 1.5. Recently Huver et al. [38] have proposed a maximally path-entangled state together with a suitable interferometric measurement strategy revealing properties of robustness to loss. The state is the following:

$$
\begin{equation*}
\left|m:: m^{\prime}\right\rangle_{a, b}=\frac{1}{\sqrt{2}}\left(\left|m, m^{\prime}\right\rangle_{a, b}+\left|m^{\prime}, m\right\rangle_{a, b}\right) . \tag{4.58}
\end{equation*}
$$

By applying lossy map characterized by different quantum efficiencies to both modes, the emerging state is:

$$
\begin{array}{r}
\rho_{a^{\prime}, b^{\prime}}=\sum_{k=0}^{m} \sum_{l=0}^{m^{\prime}}\left|a_{k, l}\right|^{2}\left|m-k, m^{\prime}-l\right\rangle\left\langle m-k, m^{\prime}-l\right| \\
+\left|b_{k, l}\right|^{2}\left|m^{\prime}-l, m-k\right\rangle\left\langle m^{\prime}-l, m-k\right| \\
+\sum_{l, l^{\prime}=0}^{m^{\prime}} a_{l, l^{\prime}}^{*} b_{l^{\prime}, l}\left|m^{\prime}-l, m-l^{\prime}\right\rangle\left\langle m-l, m^{\prime}-l^{\prime}\right| \\
\quad+a_{l^{\prime}, l} l_{l, l^{\prime}}^{*}\left|m-l^{\prime}, m^{\prime}-l\right\rangle\left\langle m^{\prime}-l^{\prime}, m-l\right| \tag{4.59}
\end{array}
$$

where the coefficients are defined as

$$
\begin{align*}
\left|a_{k, l}\right|^{2} & \equiv \gamma_{k, l}^{2} \eta_{a}^{m-k}\left(1-\eta_{a}\right)^{k} \eta_{b}^{m^{\prime}-l}\left(1-\eta_{b}\right)^{l} \\
\left|b_{k, l}\right|^{2} & \equiv \gamma_{k, l}^{2} \eta_{a}^{m^{\prime}-l}\left(1-\eta_{a}\right)^{l} \eta_{b}^{m-k}\left(1-\eta_{b}\right)^{k} \\
a_{l, l^{\prime}}^{*} b_{l^{\prime}, l} & \equiv \gamma_{l, l^{\prime}} \gamma_{l^{\prime}, l} \eta_{a}^{\frac{m+m^{\prime}-2 l}{2}}\left(1-\eta_{a}\right)^{l} \eta_{b}^{\frac{m+m^{\prime}-2 l^{\prime}}{2}}\left(1-\eta_{b}\right)^{l^{\prime}} e^{-i\left(m-m^{\prime}\right) \phi} \\
a_{l^{\prime}, l} b_{l, l^{\prime}}^{*} & \equiv \gamma_{l^{\prime}, l, l, l^{\prime}} \eta_{a}^{\frac{m+m^{\prime}-2 l^{\prime}}{2}}\left(1-\eta_{a}\right)^{l^{\prime}} \eta_{b}^{\frac{m+m^{\prime}-2 l}{2}}\left(1-\eta_{b}\right)^{l} e^{i\left(m-m^{\prime}\right) \phi}, \tag{4.60}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{k, l} \equiv \sqrt{\frac{1}{2}\binom{m}{k}\binom{m^{\prime}}{l}} . \tag{4.61}
\end{equation*}
$$

As it can be seen in (4.60), mixed state (4.59) carries phase information thanks


Figure 4.4: Dashed curve is NOON state, continuous curve is $m \& m$ state ( $m=15, m^{\prime}=5$ ). See the beating of the rescaled SQL (dashed line), namey: $\delta \phi_{S Q L}=\frac{1}{\sqrt{\eta N}}$
to the presence of interference terms which are multiplied by the quantity $e^{i\left(m-m^{\prime}\right) \phi}$.

The measured observable is:

$$
\begin{align*}
A=\sum_{r, s=0}^{m^{\prime}} & \left|m^{\prime}-r, m-s\right\rangle\left\langle m-r, m^{\prime}-s\right| \\
& +\left|m-r, m^{\prime}-s\right\rangle\left\langle m^{\prime}-r, m-s\right|, \tag{4.62}
\end{align*}
$$

the average value and the average second moment are (see appendix F for explicit calculation):

$$
\begin{equation*}
\langle A\rangle=\operatorname{Tr}\left[A \rho_{a^{\prime}, b^{\prime}}\right]=\sum_{l, l^{\prime}=0}^{m^{\prime}}\left(a_{l, l^{\prime}}^{*} b_{l^{\prime}, l}+a_{l^{\prime}, l} b_{l, l^{\prime}}^{*}\right) \tag{4.63}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle A^{2}\right\rangle=\operatorname{Tr}\left[A^{2} \rho_{a^{\prime}, b^{\prime}}\right]=\sum_{k, l=0}^{m^{\prime}}\left(\left|a_{k, l}\right|^{2}+\left|b_{k, l}\right|^{2}\right), \text { if } m^{\prime}<\frac{m}{2} \tag{4.64}
\end{equation*}
$$

and

$$
\begin{array}{r}
\left\langle A^{2}\right\rangle \simeq \sum_{k, l=0}^{m^{\prime}}\left(\left|a_{k, l}\right|^{2}+\left|b_{k, l}\right|^{2}\right)+ \\
\sum_{k=m-m^{\prime}}^{m} \sum_{l=0}^{2 m^{\prime}-m}\left(\left|a_{k, l}\right|^{2}+\left|b_{k, l}\right|^{2}\right) \text { if } m^{\prime} \geq \frac{m}{2} \tag{4.65}
\end{array}
$$

Through this expression we evalute the expression for the phase error by means of Eq. (4.17). The following state is doubtless a very robust state. Even though the precision is lower than the one obtained in the absence of loss with a NOON state, it is possible to retrieve information since it is not so high-sensitive to the loss of photons.

In Fig. (4.4) we plot the phase precision that can be reached with the overexposed measurement strategy: we have considered both arms of the interferometer as two lossy channel with equal quantum efficiency. Note the beating of the rescaled SQL, $\delta \phi_{S Q L}=\frac{1}{\sqrt{\eta N}}$, and the considerably better performances compared to NOON state. A little word must be spent about the observable (4.62). As explained in Appendix F it can be exspressed in the following way:

$$
\begin{equation*}
A=\sum_{s, r=0}^{m^{\prime}} \Pi_{r, s}^{(+)}-\Pi_{r, s}^{(-)} \tag{4.66}
\end{equation*}
$$

where $\Pi_{r, s}^{( \pm)}$are the projectors onto the space generated by such vectors:

$$
\begin{equation*}
\left|\psi_{r, s}^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|m^{\prime}-r, m-s\right\rangle \pm\left|m-r, m^{\prime}-s\right\rangle\right) . \tag{4.67}
\end{equation*}
$$

This means that such measurement recovers all the terms of the evolved density matrix (F.10) that bear phase information. Every term corresponds to a different number of loss photons, but some loss are tolerated and so it is still possible to have phase information despite the noise. This is a clear example of a deterministic measurement in which the experimenter does not post-select data as explained in section 1.5, but he recovers information from the whole probes involved in the creation of the quantum state, for example the $m \& m$ state, with $m+m^{\prime}=N$.

In this perspective the NOON state can be seen as a particular $m \& m$ state, with $m=N$ and $m^{\prime}=0$ with a high loss sensitivity due to the presence of only one term bearing phase information in the evolved density matrix (4.22).

Observable (4.14) becomes:

$$
\begin{equation*}
A_{N}=|0, N\rangle_{a, b \quad a, b}\langle N, 0|+|N, 0\rangle_{a, b} \quad{ }_{a, b}\langle 0, N|=\Pi_{N O O N}^{(+)}-\Pi_{N O O N}^{(-)}, \tag{4.68}
\end{equation*}
$$

with $\Pi_{N O O N}^{( \pm)}:=|N:: 0\rangle_{ \pm}{ }_{ \pm}\langle N:: 0|$, where $|N:: 0\rangle_{ \pm}:=\frac{1}{\sqrt{2}}(|N, 0\rangle \pm|0, N\rangle)$. In this case in fact, the only important terms are those with zero losses [38].

Finally It is worth recalling that in their work [38], Huver et al. compare a $N$ photon NOON state with a $m \& m$ state such that $m-m^{\prime}=N$, i.e. $m+m^{\prime}>$ $N$. From our point of view this does not seem to be a good way to make comparison between two states due to their different mean photon number. In quantum metrology typically a framework is given in which the number of probes is fixed and we think that the right way to show the robustness of $m \& m$ states should be the one presented here, for it has been performed equating the photon number and not the information carried by the states.

At this point we are ready to introduce the idea of grouping photons in a more rigorous way.


## Grouping photons

As anticipated in the previous chapter, we intend to search for states that are less entangled but more robust, representing a tradeoff between precision and entanglement. Such a research is performed by analyizing states containing entanglement between groups of maximally entangled photon states.

In this way we will fall in with multipartite entangled states [83] diverging from a strictly interferometric point of view in which bipartite path entangled states are naturally assumed. The key idea can be retrieved in a work about quantum positioning [28, 29] in which it is suggested to use a partially entangled state in time coincidence measurements. In that case an estimation over time is given in order to give a better precision of position of some light sources.

In the followings two sections we will consider a precise $N M$ photons state and we will see its contribution in phase estimation, firstly in the absence of noise. Then noise will be introduced and two particular observables will be measured. In section 5.1 .2 we will compare our results with the $m \& m$ states introduced in previous chapter.

### 5.1 NOON-LIKE State

### 5.1.1 Ideal case

Now we study tha behaviour of a particular multipartite (not maximally) entangled state. For the multimode case anyway is very difficult to consider an optimization over the measurement or over the input state as it has been done in single or double mode phase estimation (see chapter 6). A suggestion about which state can be used to obtain some preliminary result can come from a work previously mentioned about the possiblity to exploit a particular entangled state in order to have a better precision in estimating the position of some light source, see Maccone et al [28, 29]. In pratice one considers several maximally entangled states and entangles groups of these states in order to
have a further entanglement to exploit. Defining:
$|\mathrm{N}\rangle:=\frac{1}{\sqrt{2}}(|N, 0\rangle+|0, N\rangle)$,
$\left|\mathrm{N}_{+}\right\rangle:=\frac{1}{\sqrt{2}}\left(|N, 0\rangle+\mathrm{e}^{i N \phi}|0, N\rangle\right)$,
$\left|\mathrm{N}_{-}\right\rangle:=\frac{1}{\sqrt{2}}\left(|N, 0\rangle+\mathrm{e}^{-i N \phi}|0, N\rangle\right)$,
the state in consideration is an $N M$ [29] photon state:

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle \propto \bigotimes_{i=1}^{M}|\mathrm{~N}\rangle_{i} \otimes|0\rangle^{\otimes 2 M}+\bigotimes_{i=1}^{M}|0\rangle^{\otimes 2 M}|\mathrm{~N}\rangle_{i} . \tag{5.1}
\end{equation*}
$$

When we let it accumulate a phase we have:

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle_{\phi} \propto \bigotimes_{i=1}^{M}\left|\mathrm{~N}_{+}\right\rangle_{i} \otimes|0\rangle^{\otimes 2 M}+\bigotimes_{i=1}^{M}|0\rangle^{\otimes 2 M}\left|\mathrm{~N}_{-}\right\rangle_{i} \tag{5.2}
\end{equation*}
$$

Note that we have inserted a negative phase term in the second term of (5.2) in order to have relative phase between the two term of the sum, namely the first $2 M$ modes acquire a phase $+\phi$, the last $2 M$ acquire a phase $-\phi$. Consider the following observable [40, 42, 41]:

$$
\begin{align*}
A & :=2\left|\psi^{\prime}\right\rangle\left\langle\psi^{\prime}\right|  \tag{5.3}\\
A\left|\psi^{\prime}\right\rangle_{\phi} & =2\left|\psi^{\prime}\right\rangle\left\langle\psi^{\prime} \mid \psi^{\prime}\right\rangle_{\phi} \tag{5.4}
\end{align*}
$$

and evaluate $\left\langle\psi^{\prime} \mid \psi^{\prime}\right\rangle_{\phi}$ which is equal to:

$$
\begin{equation*}
\frac{1}{2}\left[\left\langle\mathrm{~N} \mid \mathbf{N}_{+}\right\rangle^{M}+\left\langle\mathrm{N} \mid \mathrm{N}_{-}\right\rangle^{M}\right] \tag{5.5}
\end{equation*}
$$

where $\left\langle\mathrm{N} \mid \mathrm{N}_{+}\right\rangle=\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M},\left\langle\mathrm{~N} \mid \mathrm{N}_{-}\right\rangle=\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M}$. The average value is:

$$
\begin{equation*}
{ }_{\phi}\left\langle\psi^{\prime}\right| A\left|\psi^{\prime}\right\rangle_{\phi}=\frac{1}{2}\left[\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M}+\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M}\right]^{2}, \tag{5.6}
\end{equation*}
$$

and obviously:

$$
\begin{equation*}
A^{2}=2 A . \tag{5.7}
\end{equation*}
$$

The variance is:

$$
\begin{align*}
& (\Delta A)^{2}=\left[\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M}+\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M}\right]^{2} \\
& \left\{1-\frac{1}{4}\left[\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M}+\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M}\right]^{2}\right\} . \tag{5.8}
\end{align*}
$$

The precision on the phase becomes:

$$
\begin{equation*}
\delta \phi=\frac{\left.\sqrt{\left[\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M}+\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M}\right]^{2}\left(1-\frac{1}{4}\left[\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M}+\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M}\right]^{2}\right.}\right)}{\left|i \frac{M N}{2}\left[\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{M-1} \mathrm{e}^{i N \phi}-\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{M-1} \mathrm{e}^{-i N \phi}\right]\right|} \tag{5.9}
\end{equation*}
$$

for $M=1$, choosing $\frac{1}{\sqrt{2}}$ as normalization constant,

$$
\begin{align*}
\left|\psi^{\prime}\right\rangle_{\phi}= & \frac{1}{\sqrt{2}}\left[\left(\frac{|N, 0\rangle+\mathrm{e}^{i N \phi}|0, N\rangle}{\sqrt{2}}\right)|0\rangle|0\rangle\right. \\
& \left.+|0\rangle|0\rangle\left(\frac{|N, 0\rangle+\mathrm{e}^{-i N \phi}|0, N\rangle}{\sqrt{2}}\right)\right] \tag{5.10}
\end{align*}
$$

and

$$
\begin{equation*}
\delta \phi=\frac{(1+\cos N \phi) \sqrt{1-\frac{1}{4}(1+\cos N \phi)^{2}}}{|-N \sin N \phi(1+\cos N \phi)|} \tag{5.11}
\end{equation*}
$$

This expression can be greater than $\frac{1}{N}$ and it is an effect of the different phase evolution suffered by the $2 M$ modes ${ }^{1}$ After this overview in which phase estimation has been considered in the absence of noise, we start our lossy analysis.


Figure 5.1: Behaviour of $\delta \phi_{\text {min }}^{-1}$ as a function of $\phi . \eta=1$ and $M=1, N=4$ (red), $M=2, N=2$ (green), $M=4, N=1$ (blue)

### 5.1.2 Lossy case

Having in mind the descritpion of lossy map of section 4.2 we consider the effect of noise in these newer framework.

Suppose we apply the lossy map to the NOON-like state. If the quantum efficiencies are assumed equal for all the modes ${ }^{2}$ the emerging mixed state is

[^8]described by the following density matrix:
\[

$$
\begin{array}{r}
\rho_{M}^{\prime}=\frac{1}{2}\left[\left(\eta^{N}\left|\mathrm{~N}_{+}\right\rangle\left\langle\mathrm{N}_{+}\right|+\rho_{M I X}\right)^{\otimes M} \otimes \nu^{\otimes 2 M}+\right. \\
\left.\nu^{\otimes 2 M} \otimes\left\langle\eta^{N} \mid \mathrm{N}_{-}\right\rangle\left\langle\mathrm{N}_{-}\right|+\rho_{M I X}\right)^{\otimes M}+ \\
\eta^{N M}\left(| 0 \rangle ^ { \otimes 2 M } \langle \mathrm { N } _ { + } | ^ { \otimes M } \otimes | \mathrm { N } _ { - } \rangle ^ { \otimes M } \left\langle\left.0\right|^{\otimes 2 M}+\right.\right. \\
\left.\left|\mathrm{N}_{+}\right\rangle^{\otimes M}\left\langle\left. 0\right|^{\otimes 2 M} \otimes \mid 0\right\rangle^{\otimes 2 M}\left\langle\left.\mathrm{~N}_{-}\right|^{\otimes M}\right)\right]= \\
\eta^{N M}\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}+\rho_{M I X}^{\otimes M} \otimes \nu^{\otimes 2 M}+\nu^{\otimes 2 M} \otimes \rho_{M I X}^{\otimes M}+\rho_{\chi},\right. \tag{5.12}
\end{array}
$$
\]

$\rho_{\chi}$ being the mixed terms emerging from the expansion of $\left(\eta^{N}\left|\mathrm{~N}_{ \pm}\right\rangle\left\langle\mathrm{N}_{ \pm}\right|+\right.$ $\left.\rho_{M I X}\right)^{\otimes M}$ and

$$
\rho_{M I X}:=\sum_{i=0}^{N-1}\binom{N}{i} \eta^{i}(1-\eta)^{N-i} \frac{1}{2}[|i, 0\rangle\langle i, 0|+|0, i\rangle\langle 0, i|] \text {. Derivation is }
$$ given in appendix D. From this expression, a robustness to loss of photons stronger than that of NOON-states emerges, thanks to the presence of the term $\left(\eta^{N}\left|\mathbf{N}_{ \pm}\right\rangle\left\langle\mathbf{N}_{ \pm}\right|+\rho_{M I X}\right)^{\otimes M}$, but it also highlights the difficult in realizing a measure that would allow to extract phase information carried by every term of the emerging mixed density matrix in a deterministic way. In the following we will employ Heisenberg picture, contrary to what has been done in chapter 4 , in which states were evolved (Schroedinger picture).

We present results considering in particular two observables $A_{N M}$ and $A_{M}$ :

Measure of $A_{N M}$
Let:

$$
\begin{align*}
& A_{N M}=\bigotimes_{i}^{M}\left[| \mathrm { N } \rangle _ { a _ { i } ^ { \prime } , b _ { i } ^ { \prime } } | 0 \rangle _ { i } | 0 \rangle _ { i } \left\langle\left.0\right|_{i}\left\langle\left. 0\right|_{a_{i}^{\prime}, b_{i}^{\prime}}\langle\mathrm{N}|\right]\right.\right. \\
& +\bigotimes\left[|0\rangle_{i}|0\rangle_{i}|\mathrm{~N}\rangle_{a_{i}^{\prime}, b_{i}^{\prime} a_{i}^{\prime}, b_{i}^{\prime}}\langle\mathrm{N}|\right]_{i}\left\langle\left. 0\right|_{i}\langle 0|\right. \tag{5.13}
\end{align*}
$$

be a two mode $\left(a^{\prime}, b^{\prime}\right)$ observable. The meaning of the prime ${ }^{\prime}$ will be clear in the following.

One can apply a lossy map to $n<M$ groups of photons and compare the result with a measure on an NM NOON-state with the lossy map applied to just one mode [33]. Regarding noise with the usual fictitious lossy beam splitter description [50] and considering an $N$ photons NOON state, let:

$$
\begin{equation*}
A_{N}=|0, N\rangle\left\langle N,\left.0\right|_{a, b}+\mid N, 0\right\rangle\left\langle 0,\left.N\right|_{a, b},\right. \tag{5.14}
\end{equation*}
$$

$a$ and $b$ being the field mode unaffected by noise. Introducing two virtual beam splitters the field modes become

$$
\begin{aligned}
& a^{\prime}=t_{a} a+r_{a} V_{a} \\
& b^{\prime}=t_{b} b+r_{b} V_{b}
\end{aligned}
$$

with $t_{i}$ and $r_{i}(i=a, b)$ being the respective transmission and reflection coefficients assumed to be real ${ }^{3}$, and $V_{i}$ representing the vacuum field modes. The observable becomes [33]:

$$
\begin{gathered}
|0, N\rangle\left\langle N,\left.0\right|_{a^{\prime}, b^{\prime}}+\mid N, 0\right\rangle\left\langle 0,\left.N\right|_{a^{\prime}, b^{\prime}}=\right. \\
\frac{1}{N!}\left[( t ^ { * } a _ { b } ^ { \dagger } + r ^ { * } V _ { b } ^ { \dagger } ) ^ { N } | 0 , 0 \rangle \left\langle0,\left.0\right|_{a, b}\left(t a_{a}+r V_{a}\right)^{N}\right.\right. \\
+\left(t^{*} a_{a}^{\dagger}+r^{*} V_{a}^{\dagger}\right)^{N}|0,0\rangle\left\langle 0,\left.0\right|_{a, b}\left(t a_{b}+r V_{b}\right)^{N}\right]^{4} .
\end{gathered}
$$

Note that we have taken the values of the trasmission and reflection coefficients equal for the two beam splitters. We have also assumed them to be real. Morover remember that

$$
\begin{equation*}
|0\rangle_{a, b}=|0\rangle_{a^{\prime}, b^{\prime}}, \tag{5.15}
\end{equation*}
$$

For every NOON state appearing in Eq. (5.2), noise is introduced as just explained: we apply the lossy map to both modes for each NOON state $n<M$ times.

In details ${ }^{5}$ :

$$
\begin{align*}
\left\langle A_{N M}\right\rangle= & {\left[\frac { 1 } { 2 } \left(V _ { a } \left\langle0 | _ { V _ { b } } \left\langle\left.0\right|_{a, b}\left\langle\mathbf{N}_{+} \mid \mathbf{N}\right\rangle_{a^{\prime}, b^{\prime}} a^{\prime}, b^{\prime}\right.\right.\right.\right.} \\
& \left.\left.+\left(V_{a}\left\langle\left. 0\right|_{V_{b}}\langle 0\rangle_{a, b}\left\langle\mathbf{N}_{-} \mid \mathbf{N}\right\rangle_{a^{\prime}, b^{\prime}} a^{a^{\prime}, b^{\prime}}\left\langle\mathrm{N}_{V_{a}} \mid 0 \mathrm{~N}_{+}\right\rangle_{a, b} \mid 0\right\rangle_{V_{a}}\right)^{M}|0\rangle_{V_{b}}\right)^{M}\right] \tag{5.16}
\end{align*}
$$

So we must compute terms of this kind:

$$
\begin{equation*}
V_{a}\left\langle0 | _ { V _ { b } } \left\langle\left. 0\right|_{a, b}\left\langle\mathbf{N}_{ \pm} \mid \mathbf{N}\right\rangle_{a^{\prime}, b^{\prime}}\right.\right. \tag{5.17}
\end{equation*}
$$

We observe that:

$$
\begin{array}{r}
{ }_{j^{\prime}}\langle N \mid N\rangle_{j}|0\rangle_{V_{j}}={ }_{V_{j^{\prime}}}\left\langle\left. 0\right|_{j^{\prime}}\langle 0|\left(a_{j} t+r V_{j}\right)^{N} \mid N\right\rangle_{j}|0\rangle_{V_{j}} \\
=j_{j^{\prime}}\langle 0|\left(a_{j} t\right)^{N}|N\rangle_{j} \propto t^{N}=\eta^{N / 2} \tag{5.18}
\end{array}
$$

where $j^{\left({ }^{\prime}\right)}=a^{\left({ }^{\prime}\right)}, b^{\left({ }^{\prime}\right)}$ and we have expanded the $N$-th power due to the fact $V_{j}$ and $a_{j}$ commute. Morover we have used the fact that the quantum efficiency of the channel is the transmissivity of the fictious beam splitter (see section 4.2), namely: $\eta=|t|^{2}$ (remember that in our case $t \in \mathbf{R}$ ).

[^9]Moreover, recalling Eq. (5.15), we have (see Eq. (5.16)):

$$
\begin{array}{r}
a^{\prime}, b^{\prime}\left\langle\mathrm{N} \mid \mathrm{N}_{+}\right\rangle_{a, b}|0\rangle_{V_{a}}|0\rangle_{V_{b}}={ }_{a^{\prime}}\langle N \mid N\rangle_{a}+ \\
b^{\prime}\langle N \mid N\rangle_{b} e^{i N \phi}=\eta^{N / 2}\left[1+e^{i N \phi}\right] \tag{5.19}
\end{array}
$$

from which naturally follows that:

$$
\begin{equation*}
{ }_{a, b}\left\langle\mathrm{~N}_{ \pm} \mid \mathrm{N}\right\rangle_{a^{\prime}, b^{\prime}}={ }_{a, b}\left\langle\mathrm{~N} \mid \mathrm{N}_{\mp}\right\rangle_{a^{\prime}, b^{\prime}} . \tag{5.20}
\end{equation*}
$$

We can now easily obtain the expression for the average value:

$$
\begin{equation*}
\left\langle A_{N M}\right\rangle=\frac{1}{2} \eta^{n N}\left[\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{2 M}+\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{2 M}\right] . \tag{5.21}
\end{equation*}
$$

Now we compute $\left\langle A_{N M}^{2}\right\rangle$. First of all, it is easy to check that:

$$
\begin{align*}
A_{N M}^{2} & =\bigotimes_{i}^{M}\left[|\mathrm{~N}\rangle_{a_{i}^{\prime}, b_{i}^{\prime}}|0\rangle_{i}|0\rangle_{i} a_{i}^{\prime}, b_{i}^{\prime}\right.  \tag{5.22}\\
& \left\langle\left.\mathrm{N}\right|_{i}\left\langle\left. 0\right|_{i}\langle 0|\right]\right.  \tag{5.23}\\
& +\bigotimes\left[| 0 \rangle _ { i } | 0 \rangle _ { i } | \mathrm { N } \rangle _ { a _ { i } ^ { \prime } , b _ { i } ^ { \prime } } \left\langle\left.0\right|_{i}\left\langle\left. 0\right|_{a_{i}^{\prime}, b_{i}^{\prime}}\langle\mathrm{N}|\right] .\right.\right.
\end{align*}
$$

At this point we can write:

$$
\begin{align*}
\left\langle A_{N M}^{2}\right\rangle=\frac{1}{2}\left[\left.\left.\right|_{a, b}\left\langle\mathbf{N}_{+} \mid \mathbf{N}\right\rangle_{a^{\prime}, b^{\prime}}\right|^{2 M}\right. & \left.+\left.\left.\right|_{a, b}\left\langle\mathbf{N}_{-} \mid \mathbf{N}\right\rangle_{a^{\prime}, b^{\prime}}\right|^{2 M}\right] \\
& =\eta^{n N}\left(\frac{1+\cos N \phi}{2}\right)^{M} \tag{5.24}
\end{align*}
$$

and finally:

$$
\left(\Delta A_{N M}\right)^{2}=\eta^{n N}\left[\left(\frac{1+\cos N \phi}{2}\right)^{M}-\frac{1}{4} \eta^{n N}\left[\left(\frac{1+\mathrm{e}^{-i N \phi}}{2}\right)^{2 M}+\left(\frac{1+\mathrm{e}^{i N \phi}}{2}\right)^{2 M}\right]^{2}\right],
$$

which leads to a expression for $\delta \phi$ showing a non trivial $\phi$ dependence.
We would like to compare this measurement strategy with NOON state case and compare the different $\delta \phi_{\text {min }}$, that is, those computed in the phase value for which they reach its minimum.

Several numerical studies have been performed, in particular: $N=4$ and $N=20$ with different M and $n=M$.

First of all it is interesting observing the behaviour of the $\delta \phi_{\min }$ for $N=1$ and different M as a function of the quantum efficiency for the fixed value of $\phi_{\text {min }}$, see Fig. (5.2). For value of $\eta$ reaching 1 the precision increases as M becomes larger, while for lower value of $\eta$ we can see how it is not always convenient to increase M (see also Fig. 5.3). Anyway, when more photons are involved, these states become more sensitive to loss, as can be again seen in Fig. (5.2), where $\delta \phi^{-1}$ starts to grow for high values of $\eta$, while for $M=4$ sensitivity starts to increase very soon.

Coming back to fixed energy case we have this behaviour: for $N M=4$ (Fig. 5.4) the curves are almost the same until a certain value of $\eta$ and the


Figure 5.2: Plot of the $\delta \phi_{\text {min }}^{-1}$ as a function of the quantum efficiency $\eta$. Cases under consideration for the measure of $A_{N M}: M=4, N=1$ (points), $M=10$, $N=1$ (square). Superimposed continuous curves are NOON state with equal photon number.


Figure 5.3: Top: Plot of the $\delta \phi_{\min }$ as a function of $M$ for $\eta=0.8$, with $N=1$. Increasing energy, namely in this case increasing $M$, is not always opportune. Bottom: Plot of the $\delta \phi_{\min }$ as a function of $M$ for $\eta=0.97$, with $N=1$. In this case increasing M improves precision.
highest value for $\delta \phi_{\min }$ is reached when $M=1$ and $N=4$ as expected, for this state shows much more entanglement. These results anyway do not mean necessarily that NOON-like is not a good state, rather they tell us that we should consider a more efficient measurement strategy, infact the observable


Figure 5.4: (Color on line). Plot of the $\delta \phi \mathrm{min}^{-1}$ as a function of the quantum efficiency $\eta$. Cases under consideration for the measure of $A_{N M}: M=4, N=1$ (red), $M=2, N=2$ (green), $M=1, N=4$ (yellow) and 4 photons NOON state (continuous curve). Dashed line is ideal shot noise $1 / \sqrt{N M}$, continuous line is ideal Heisenberg Limit $1 / M N$. See text for details.


Figure 5.5: Measure of $A_{M}$ : behaviour of $\delta \phi_{\text {min }}^{-1}$ as a function of $\eta$ for different bunching of the fixed number of photons involved $(N M=20) . M=1, N=20$ (blue points), $M=2, N=10$ (violet square), $M=5, N=4$ (yellow turbots). Dotted curve is $\delta \phi_{M N O O N}=\frac{1}{\sqrt{\eta^{N} M} N}$, corresponding to $M$ unentangled $N$ photons NOON state. Lines are Heisenberg limit (continuous) and shot noise limit (dashed) for a $\mathrm{NM}=20$ photons NOON state.
(5.14) cannot extract information from other terms appearing in the expression (5.12) of the evolved density operator for the NOON-like state.

Actually these results are suitable only for the $M=1$ case, for which the evolved density matrix is truly NOON-like:

$$
\begin{equation*}
\eta^{N}\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}+\rho_{M I X} \otimes \mid 0\right\rangle\left\langle\left. 0\right|^{\otimes 2}+\mid 0\right\rangle\left\langle\left. 0\right|^{\otimes 2} \otimes \rho_{M I X}\right. \tag{5.25}
\end{equation*}
$$

with $\rho_{M I X}=\sum_{i=0}^{N-1} \eta^{i}(1-\eta)^{N-i} \frac{1}{2}[|i, 0\rangle\langle i, 0|+|0, i\rangle\langle 0, i|]$; this term does not


Figure 5.6: Same case as the previous figure. Now loss is applied to $n \geqslant \frac{M}{2}$ groups of photons. Blue points are NOON state, continuous green curve is for $N=10, M=2$. Dashed yellow curve is for $N=5, M=4$.
contribute to phase information. $\left|\psi^{\prime}\right\rangle$ is the NOON-like state (5.2). This case is as the same as that of a single NOON state, for which you have:

$$
\begin{equation*}
\eta^{N} \rho(\phi)_{N O O N}+\rho_{M I X} \tag{5.26}
\end{equation*}
$$

and for which even the loss of one single photon is crucial (see section 4.3.2).

## Measure of $A_{M}$

We now measure a more intuitive observable:

$$
\begin{equation*}
A_{M}=A_{N}^{\otimes M} \otimes|0\rangle\left\langle\left. 0\right|^{\otimes 2 M}+\mid 0\right\rangle\left\langle\left. 0\right|^{\otimes 2 M} \otimes A_{N}^{\otimes M},\right. \tag{5.27}
\end{equation*}
$$

where $A_{N}$ is the usual observable (5.14) for the NOON state measurement. Again we apply loss to every mode and from the previous results we can easily obtain the expression

$$
\begin{equation*}
\delta \phi_{A_{M}}=\frac{\eta^{M N}\left(1-\eta^{M N} \cos ^{2 M} N \phi\right)}{\left|-M N \eta^{M N} \cos (N \phi)^{M-1} \sin N \phi\right|} . \tag{5.28}
\end{equation*}
$$

We can see $\delta \phi$ plotted in Fig.(5.5), for a fixed value of $M N=20$; this strategy allows recognizing differences in precision when a different grouping is employed, but unfortunately increasing M does not help in having more robustness.

It has also been inserted $\delta \phi_{M \text { NOON }}=\frac{1}{\sqrt{\eta^{N} M}}$ for a $N M$ photon state of type (4.32) in which $M$ NOON state are grouped without entangling them. In Fig. (5.6) we have the result for the case in which lossy map has been applied to $n=\frac{M}{2}<M$ group of photons. Note how the sensitivity to loss changes;
curves intersect not only the NOON state curve (black), but also the respective more sensitive curve corresponding to smaller $M$.

At this point it is important to use these results and compare them with the interesting maximally entangled state presented previously in chapter 4, the $m \& m$ state. We will see how it is foundamental to consider a suitable measurement which is able to preserve information in the presence of loss.

## Comparison with m\&m



Figure 5.7: (Color on line) Continuous curve is $\delta \phi_{\min }^{-1}$ for $m \& m$ state with $m=3, m^{\prime}=1$. Points curves are NOON-like for the measure of $A_{N M}$ and superimposed continuous curve to points curves is 4 photons NOON state. $m \& m$ is actually more robust.

In Fig. (5.7) and (5.8) the comparison with the $m \& m$ state previously introduced in chapter 4 is presented. As expected, this last state is more robust, thanks also to the particular chosen observable (see Eq. (4.62)) which is able to retrieve information from all the terms carrying information in the evolved density matrix (4.59), see section 4.5.

### 5.2 Comments

In the last two chapters we have investigated the behaviour of partialy entangled states for bosonic systems in phase estimation problem. The idea of bunching photons, as explained in [29] has been translated for our systems in which photons have been squezeed in Fock states. In pratice we tried to exploit the resource coming not only from single probes, namely photons, but also from the fact that they could be grouped in a single field mode.

In this way we have tried to translate what it was obtained with qubit in quantum metrology (see section 1.3) in the presence of bosonic field modes.


Figure 5.8: (Color on line) In this case we report the curves for 20 photons states. Points curves are NOON-like for the measurement of $A_{M}$. Dashed curve and dotted curve are respectively $m \& m$ states with $m=12, m^{\prime}=8$ and $m=16, m^{\prime}=4$. Continuous curve is $m \& m$ state with $m=19 m=1$. It is worth to notice that $m \& m$ states become more robust as photons are stolen from the mode populated by $m>m^{\prime}$ photons, in pratice as their structure aways from NOON-state.

The counterpart of the maximally entangled state (1.17)

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{2}}\left(\left|\lambda_{m}\right\rangle_{1} \cdots\left|\lambda_{m}\right\rangle_{N}+\left|\lambda_{M}\right\rangle_{1} \cdots\left|\lambda_{M}\right\rangle_{N}\right) \tag{5.29}
\end{equation*}
$$

becomes the NOON state

$$
\begin{equation*}
\frac{1}{\sqrt{2}}(|N, 0\rangle+|0, N\rangle) . \tag{5.30}
\end{equation*}
$$

We conclude by saying that the idea of bunching the photons as explained in this chapter must be considered carefully when applied to several physical systems. For example, in interferometry, it does not include the possibility to employ states as $m \& m$ states, as these states describe a bipartite system while the idea of bunching necessarily force to consider multimode systems; as explained in the beginning of this chapter, the bunching rather takes into account multipartite entangled states preserving the NOON state form.

It would be anyway possible to make the following formal equivalence in order to build a physical encoding of logical information:

$$
\begin{align*}
|0\rangle^{\otimes\left(m-m^{\prime}\right)} & \equiv\left|m, m^{\prime}\right\rangle  \tag{5.31}\\
|1\rangle^{\otimes\left(m-m^{\prime}\right)} & \equiv\left|m^{\prime}, m\right\rangle . \tag{5.32}
\end{align*}
$$

In next chapter we will deal with results belonging to general quantum estimation theory applied to standard interferometry problems.

## Chapter

## Robustness in absolute phase estimation

In his pioineering works [30] Holevo found out the optimal covariant estimation strategy thanks to which it is possible to give the optimal input phase state [49, 80], namely the state that gives an estimation as good as possible.

It has been suggested to make use of such results, for example, in adaptive single shot measurements [75] which seems to be an alternative and more powerful way for phase measurements for at least two reason: it is not necessary to measure another obervable, as for example happens in Homodyne tomography [78], and it is exploited the possibility to adjust the phase of a local oscillator by a feedback loop.

Unfortunately a purely quantum measurement of this type is impossible to be physically realized for it would require an unfeasible quantum canonical phase measurement [77].

In interferometry the task of finding the optimal quantum measurement [73, 76] and optimal quantum state [74] is also needed in order to enhance precision in phase shift estimation, in particular in the paradigm of the global QET.

Adaptive measurements are important also in this case for it is not possible to perform the optimal interferometric measurement and it has been demonstrated that such theoretical measurement can be in good agreement with results of ideal canonical measurements.

Anyway, to the best of our knowledge, such analysis are lead ignoring the effect of noise and loss of photons. Only very recently Dorner et al. [82] have performed an optimization by means of the Local QET showing an approximated form of the optimal state characterized by a strong robustness to loss in an interferometric framework. In this chapter we present an analysis of quantum phase measurement in the presence of noise for single mode photon optimal phase state and a suggestion for an interferometric apparatus is given.

### 6.1 Canonical phase measurement

This section is devoted to the introduction of the concept of a particular phase measurement which will be employed in a lossy scheme. We will also encounter the optimal phase state which permits to have an estimation at the Heisenberg limit.

In QET, one typically searches for the optimal POVM that minimizes the variance of an estimator ${ }^{1}$. Actually the variance is not the only figure of merit that can be used, for the phase parameter it is also possible to define the so called Holevo variance [30], we will see anyway that for our purpose, it will be enough to consider the most common variance as a measure of uncertainty.

Considering the optical domain, the POVM Eq. (1.25) in the single mode case becomes $d \Pi(\phi)=\frac{d \phi}{2 \pi}|\phi\rangle\langle\phi|$, where $|\phi\rangle$ is the normalizable vector $|\phi\rangle=$ $\sum_{n=0}^{\infty} e^{i n \phi}|n\rangle$, and $|n\rangle$ are Fock states. As it has been demonstrated by D.T. Pegg and S. M. Barnett in [79], it is possible to define the discrete version of the optimal covariant phase measurement in place of the one proposed by Holevo in which the phase variable runs continuously from 0 to $2 \pi$.

If one considers the following dicrete set of phases: $\phi_{m}=\frac{2 \pi}{N+1} m, m=$ $0, \ldots, N$, the completeness relation can also be satisfied employing the orthonormal basis of the Hilbert space:

$$
\begin{equation*}
\left\{\left|\phi_{m}\right\rangle=\frac{1}{\sqrt{N+1}} \sum_{n=0}^{N} e^{i n \phi_{m}}|n\rangle, \quad m=0, \ldots, N\right\} \tag{6.1}
\end{equation*}
$$

The measurement described by the POVM

$$
\begin{equation*}
\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right| \tag{6.2}
\end{equation*}
$$

is actually a projective one and is called canonical phase measurement [77]. From this result one can obtain the optimal input phase state which gives the minimum uncertainty achievable, namely the $N / 2$ photons state:

$$
\begin{equation*}
\left|\varphi_{o t t}\right\rangle=\sqrt{\frac{2}{N+1}} \sum_{n=0}^{N} \sin \left(\frac{n+\frac{1}{2}}{N+1} \pi\right)|n\rangle . \tag{6.3}
\end{equation*}
$$

We will now study the behaviour of such a state when evolved by the loss map through a strategy employing this canonical measurement.

### 6.2 Robust strategy

Now that the measurement of the phase has been explained, we can show in detail the strategy that presents, as we will see, the feature of being robust to loss. The ideal case will be presented initially.

[^10]
### 6.2.1 Ideal measurement

We let $\left|\varphi_{\text {ott }}\right\rangle$ accumulate a phase obtaining:

$$
\begin{equation*}
\left|\varphi_{o t t}\right\rangle_{\phi}=\sqrt{\frac{2}{N+1}} \sum_{n=0}^{N} \sin \left(\frac{n+\frac{1}{2}}{N+1} \pi\right) e^{i n \phi}|n\rangle, \tag{6.4}
\end{equation*}
$$

then we perform a canonical phase measurement onto the state (6.4) which gives the outcomes $\phi_{m}$.

We evaluate

$$
\begin{equation*}
p\left(\phi_{m} \mid \phi\right)=\left.\left.\right|_{\phi}\left\langle\varphi_{o t t} \mid \phi_{m}\right\rangle\right|^{2}, \tag{6.5}
\end{equation*}
$$

namely the conditioned probability to obtain $\phi_{m}$ if the input state accumulated a phase $\phi$. From Eq.(6.5) we obtain the first two moments of the statistic and


Figure 6.1: Bi-logarithmic scale. Dotted line represents SN, blue points the HL. Orange points crossing SN are $\overline{\Delta \phi}$ of Eq. (6.7). I remind that in this case we have to compare with $\frac{N}{2}$ photoh states for $\left\langle\phi_{\text {ott }}\right| a^{\dagger} a\left|\phi_{o t t}\right\rangle=\frac{N}{2}$.
the variance of the phase, which in this case is treated as an operator:

$$
\begin{align*}
\langle\phi\rangle_{\phi} & =\sum_{m=0}^{N} \phi_{m} p\left(\phi_{m} \mid \phi\right) \\
\left\langle\phi^{2}\right\rangle_{\phi} & =\sum_{m=0}^{N} \phi_{m}^{2} p\left(\phi_{m} \mid \phi\right) \\
\left(\Delta \phi_{\phi}\right)^{2} & =\left\langle\phi^{2}\right\rangle_{\phi}-\langle\phi\rangle_{\phi}^{2} . \tag{6.6}
\end{align*}
$$

At this point an average over the phases is performed:

$$
\begin{equation*}
\overline{\Delta \phi}:=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sqrt{\left(\Delta \phi_{\phi}\right)^{2}} . \tag{6.7}
\end{equation*}
$$

Its behaviour as a function of energy is plotted in Fig. (6.1). We can see that there is a crossing over the SN limit for a certain value $(\simeq 25)$ of the average photon number $N$, namely, as expected, for large $N$, the precision scales as $1 / N$. Now we perform a lossy analysis and we will focus on the values of the energy for which one has an estimation over the SN.

### 6.2.2 Noisy measurement

Taking into account also the effect of the loss of photons, defining $\rho(\phi)_{\text {ott }}:=$ $\left|\varphi_{o t t}\right\rangle_{\phi \phi}\left\langle\varphi_{o t t}\right|$ we have the evolved state,

$$
\begin{array}{r}
\mathcal{L}\left[\rho(\phi)_{o t t}\right]=\frac{2}{N+1} \sum_{n, m=0}^{N} \sum_{j=0}^{\min (n, m)} \sin \left(\frac{\left(n+\frac{1}{2}\right) \pi}{N+1}\right) \sin \left(\frac{\left(m+\frac{1}{2}\right) \pi}{N+1}\right) \\
\eta^{\frac{n+m}{2}-j}(1-\eta)^{j} \sqrt{\binom{m}{j}\binom{n}{j}} e^{i(n-m) \phi}|n-j\rangle\langle m-j|, \tag{6.8}
\end{array}
$$

obtained by applying the lossy map described in section 4.2.
We compute $p_{\eta}\left(\phi_{m} \mid \phi\right)=\left\langle\phi_{m}\right| \mathcal{L}\left[\rho(\phi)_{o t t}\right]\left|\phi_{m}\right\rangle$ and employ the same argument of the previous section.

Now we have:

$$
\begin{align*}
\langle\phi\rangle_{\phi, \eta} & =\sum_{m=0}^{N} \phi_{m} p_{\eta}\left(\phi_{m} \mid \phi\right) \\
\left\langle\phi^{2}\right\rangle_{\phi, \eta} & =\sum_{m=0}^{N} \phi_{m}^{2} p_{\eta}\left(\phi_{m} \mid \phi\right) \\
\left(\Delta \phi_{\phi, \eta}\right)^{2} & =\left\langle\phi^{2}\right\rangle_{\phi, \eta}-\langle\phi\rangle_{\phi, \eta}^{2} . \tag{6.9}
\end{align*}
$$

Averaging we define:

$$
\begin{equation*}
\overline{\Delta \phi}_{\eta}:=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sqrt{\left(\Delta \phi_{\phi, \eta}\right)^{2}} \tag{6.10}
\end{equation*}
$$

In fig.(6.2) we have plotted the standard deviation $\overline{\Delta \phi}_{\eta}$ as a function of $\eta$ and we can see the crossing of the SN curve.

We have compared our strategy with the one in which, as the input state that undergoes noisy map, the counterpart of the NOON state (blue points) in the single mode case is used, namely

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i N \phi}|N\rangle\right) \tag{6.11}
\end{equation*}
$$

and the observable $A=|0\rangle\langle N|+|N\rangle\langle 0|$ is measured. The minimum detctable phase error $\delta \phi_{\text {min }}$ in this case is:

$$
\begin{equation*}
\delta \phi_{\min }=\frac{1}{N \eta^{N / 2}} \sqrt{1 / 2\left(1+\eta^{N}+(1-\eta)^{N}\right)} . \tag{6.12}
\end{equation*}
$$



Figure 6.2: Averaged phase standard deviation $\overline{\Delta \phi}_{\eta}$ of Eq. (6.10) (Blue continuous curve) as a function of the the quantum efficiency $\eta$ with $N=30$ (top) $N=70$ (bottom left) and $N=100$ (bottom right). Red dashed curve is SN, Green dashed and dotted curve is the function $\delta \phi=\frac{1}{N \eta^{N / 2}}$ which for large values of $N$ approximates the function (6.12). The cyan dashed line is the function (6.9) computed in the phase value for which it reaches the minimum. Note how, af far as $N$ icreases, the threshold $\eta$ value for which $\overline{\Delta \phi}_{\eta}$ crosses the SN becomes lower and lower.

This result attests that the state $\left|\varphi_{o t t}\right\rangle_{\phi}$ behaves in robust way against loss of photons. That the strategy is overall a good one is also due to the fact that we have considered an average standard deviation, which means that there will be some phase values for which the crossing over the SN will be more considerable. This can be seen in figs. (6.2) and (6.3) where the behaviour of
the standard deviation (6.9) is also computed in its minimum.


Figure 6.3: Logarithmic ordinate. $N=30$. Plot of $\Delta \phi_{\phi, \eta}$ evaluated in its minimum for the phase as a function of $\eta$ (continuous line). Points are $\delta \phi_{\text {min }}$ of Eq. (6.12) while squares are SN. $\eta$ starts from 0.8 .

An exaustive lossy analysis is far from being completed and most of the work presented in the literature neglects the problem of noise. The same arguments hold if we move to interferometric framework. We will give a little contribution to this task presenting a preliminary example in which we will find again the required property of robustness in the next conclusive section.

### 6.3 Towards interferometric framework

This chapter has shown a preliminary result that gives a better understanding of the problem of estimation in the presence of noise in the optical domain. The most interesting consideration to hold should be that the POVM (6.2), when employed with the mixed state (6.8), can give a strategy robust to loss.

A rigourous treatment would expect to consider an input mixed state and to search for the optimal POVM as QET would require (see section 1.3.1).


Figure 6.4: (Color on line) Interferometric set-up for the estimation of the phase shift in presence of noise

We have given a contribution to the first step, namely to beat the SN, a robust analysys at the HL is the necessary perspective.

Turning to the interferometric framework, it is possible to see such a beating of the SN in a very simple way: in the two arms of an inteferometer, see Fig.(6.4), are injected two optimal phase states $\left|\varphi_{\text {ott }}\right\rangle$ (6.3), both arms suffer a phase evolution and a canonical phase measurement is performed in each mode. Then the difference of the experimental data coming from both light fields is taken.

We compare our results of the standard deviation also showing its behaviour in the phase value for which it reaches its minimum. In fig.(6.5) we have also


## eta

Figure 6.5: (Color on line) Semilogarithmic scale. Continuous blue line is $m \& m$ state with $m=21, m^{\prime}=9$. Dashed line with + is the case of two optimal phase state as input state of an interferometer in which has been considered the minimum phase detectable error. Point line is the same case but for the average over $\phi$. Dashed red curve is shot noise. Continuous pink line is ideal shot noise, namely in absence of loss.
inserted the behaviour of the $m \& m$ states and we can observe how robust this
state is.
This interferometric strategy shows its quantum features for the crossing of the shot noise limit, anyway, it does not seem to be as robust as we would expect. A deeper analysis similar to the very recent one performed by $U$. Dorner et al. in [39] will have to be done.

## Conclusions

In the present work I have investigated the behaviour of multipartite entangled states in quantum optics when employed in the estimation of the damping constant in the continuous variable domain and in the estimation of the phase parameter in the discrete variable domain.

Concerning the problem of the damping constant estimation, I have studied how entangled Gaussian states can give in principle a better estimation than the one where unentangled states are employed. In this case the problem of noise has been neglected. Together with this problem of characterization of dissipative media, I have dealt with the general task of quantum metrology which has been specialized to the bosonic field. I have introduced the problem of estimation, in the presence of noise, of the phase shift in multipartite interferometry and of the absolute value of the phase in a single mode. I analyzed several types of non classical states. Some are reproducibile in laboratory (as the Gaussian states), others were introduced to test our proposal of photon bunching (consider the NOON-like introduced in chapter 4) or taken from known results in quantum estimation theory (QET). These states have given surprising results, even in the case of lossy systems. The robustness to the loss of photons has been qualitatively demonstrated for some states, and quantitatively demonstrated for a particular known state.

A brief summary of the thesis follows. After an introduction to the main concepts of QET specialized for the phase parameter, I have shown how the shot noise limit can be beaten with Fock state interferometry, refining the result presented in [42]. Chapter I concludes with a dissertation on the problem of the deterministic measurements which cannot currently be performed. I explained how to interpret experimental results in the discrete variable domain presented in literature and how such measurements are actually demonstrations of principle. Chapter II has been devoted to give the most important properties of Gaussian states, I have presented our first original result in Chapter III. It consists in the behaviour of an entangled Gaussian state compared to that of a single mode Gaussian state in the characterization of dissipative media.

When one is interested in obtaining some information about the property of
absorption of some media, one typically measures the intensity of the damped field of light emerging from the medium. I have shown that it would be possible to obtain more precise information putting little energy in the medium and exploiting the entanglement that rises when a simple beam splitter is inserted in the optical set-up. This is a very interesting result showing a new use for entanglement. Our result is currently of theoretical interest only, because a measurement strategy has not been considered; this will be an obvious development of the work presented in this chapter. Moreover, on this task, a systematic analysis must be done and a powerful and fruitful application of QET, as has been done in phase estimation problem, has to be performed.

In Chapter IV I have introduced heuristically the problem of quantum metrology with loss when photons are employed as probes. Certainly a more formal analysis of this task is necessary. I presented NOON states and I have explained the reason why they are so sensitive to loss. From this, I introduced the idea of groupings photons as a possible strategy to obtain robust states and I presented the potentiality of the MN loss state calculating the evolved density matrix under loss map. After this result, I gave the behaviour of the more suitable NOON-like state for phase estimation, and this has been done in Chapter V. Such multipartite partially entangled state actually presents the feature of robustness, but it has not been possible to show this in a quantitative way. Again, by studying the evolution of the density matrix of this newer state under the noise, I have recognized in the form of the analytically evaluated output mixed state, the presence of several where the information on the phase survives despite of the noise. In the final section of this chapter I have analyzed the $m \& m$ states . These states needed a special mention because they are an example of a MES robust to loss of photons which are not considered as individual probes since they are bunched in a single bosonic mode. This means that a MES, in quantum optics, is not necessarily highly sensitive to loss as it might be expected.

Finally in Chapter VI the most important result of the present work is presented. I have proved that it is possible to obtain a measurement of the absolute value of the phase in a single mode case in a way that is robust to the loss of photons. This measurement employs the optimal POVM, due to Holevo, which minimizes a suitable cost function and the optimal phase state, which allows to reach the Heisenberg limit in the ideal case, namely no loss. In this way it becomes evident that QET will give the main contribution to find the necessary optimal robust mesurement since the sensitivity to loss of our proposed strategy is not dramatic and seems promising! Only very recently an investigation on this task in the interferometric domain has began. Such result, from this point of view, must be considered as preliminary result, since it suggests a strategy to reconstruct the absolute value of the phase, not the phase shift in an interferometer.

Further efforts in applying QET in the presence of noise to multi mode interferometry will be the next step to be done. In this way it will be possible to

## Conclusions

give a deterministic description of measurement and it will be possible extract as much information as possible from the employed state in the estimation strategy.

## Appendix 1

## Symplectic transformations

It seems to us necessary to give some notion about sympletic transformation for their binding with Gaussian states. Let us first consider a classical system of $n$ particles described by coordinates $\left(q_{1}, \ldots, q_{n}\right)$ and conjugated momenta $\left(p_{1}, \ldots, p_{n}\right)$. If $H$ is the Hamiltonian of the system, the equation of motion are given by

$$
\begin{equation*}
\dot{q}_{k}=\frac{\partial H}{\partial p_{k}}, \quad \dot{p}_{k}=-\frac{\partial H}{\partial q_{k}}, \quad(k=1, \ldots, n) \tag{A.1}
\end{equation*}
$$

where $\dot{x}$ denotes time derivative. The Hamilton equations can be summarized as

$$
\begin{equation*}
\dot{R}_{k}=\Omega_{k l} \frac{\partial H}{\partial R_{l}}, \quad \dot{S}_{k}=-J_{k l} \frac{\partial H}{\partial S_{l}}, \tag{A.2}
\end{equation*}
$$

where $\boldsymbol{R}$ and $\boldsymbol{S}$ are vectors of coordinates ordered as the vectors of canonical operators in section (2.1), whereas $\boldsymbol{\Omega}$ and $\boldsymbol{J}$ are the symplectic matrices defined in Eq. (2.4) and Eq. (2.6), respectively. The transformations of coordinates $\boldsymbol{R}^{\prime}=\boldsymbol{F} \boldsymbol{R}, \boldsymbol{S}^{\prime}=\boldsymbol{Q} \boldsymbol{S}$ are described by matrices

$$
\begin{equation*}
F_{k l}=\frac{\partial R_{k}^{\prime}}{\partial R_{l}}, \quad Q_{k l}=\frac{\partial S_{k}^{\prime}}{\partial S_{l}}, \tag{A.3}
\end{equation*}
$$

and lead to

$$
\begin{equation*}
\dot{R}_{k}^{\prime}=F_{k s} \Omega_{s t} F_{l t} \frac{\partial H}{\partial R_{l}}, \quad \dot{S}_{k}^{\prime}=-Q_{k s} J_{s t} Q_{l t} \frac{\partial H}{\partial R_{l}} \tag{A.4}
\end{equation*}
$$

Equations of motion thus remain invariant iff

$$
\begin{equation*}
\boldsymbol{F} \boldsymbol{\Omega} \boldsymbol{F}^{T}=\boldsymbol{\Omega}, \quad \boldsymbol{Q} \boldsymbol{J} \boldsymbol{Q}^{T}=\boldsymbol{J} \tag{A.5}
\end{equation*}
$$

which characterize symplectic transformations and, in turn, describe the canonical transformations of coordinates. Notice that the identity matrix and the symplectic forms themselves satisfies Eq. (A.5).

Let us now focus our attention on a quantum system of $n$ bosons, described by the mode operators $\boldsymbol{R}$ or $\boldsymbol{S}$. A mode transformation $\boldsymbol{R}^{\prime}=\boldsymbol{F} \boldsymbol{R}$ or $\boldsymbol{S}^{\prime}=\boldsymbol{Q} \boldsymbol{S}$ leaves the kinematics invariant if it preserves canonical commutation relations (2.3) or (2.5). In turn, this means that the $2 n \times 2 n$ matrices $\boldsymbol{F}$ and $\boldsymbol{Q}$ should satisfy the symplectic condition (A.5). Since $\boldsymbol{\Omega}^{T}=\boldsymbol{\Omega}^{-1}=-\boldsymbol{\Omega}$ from (A.5) one has that $\operatorname{Det}[\boldsymbol{F}]^{2}=1^{1}$ and therefore $\boldsymbol{F}^{-1}$ exists. Moreover, it is straightforward to show that if $\boldsymbol{F}, \boldsymbol{F}_{1}$ and $\boldsymbol{F}_{2}$ are symplectic then also $\boldsymbol{F}^{-1}, \boldsymbol{F}^{T}$ and $\boldsymbol{F}_{1} \boldsymbol{F}_{2}$ are symplectic, with $\boldsymbol{F}^{-1}=\boldsymbol{\Omega} \boldsymbol{F}^{T} \boldsymbol{\Omega}^{-1}$. Analogue formulas are valid for the $\boldsymbol{J}$-ordering. Therefore, the set of $2 n \times 2 n$ real matrices satisfying (A.5) form a group, the so-called symplectic group $\operatorname{Sp}(2 n, \mathbb{R})$ with dimension $n(2 n+1)$. Together with phase-space translation, it forms the affine (inhomogeneous) symplectic group $\operatorname{ISp}(2 n, \mathbb{R})$. If we write a $2 n \times 2 n$ symplectic matrix in the block form

$$
\boldsymbol{F}=\left(\begin{array}{ll}
\boldsymbol{A} & \boldsymbol{B}  \tag{A.6}\\
\boldsymbol{C} & \boldsymbol{D}
\end{array}\right)
$$

with $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}$, and $\boldsymbol{D} n \times n$ matrices, then the symplectic conditions rewrites as the following (equivalent) conditions

$$
\left\{\begin{array}{l}
\boldsymbol{A} \boldsymbol{D}^{T}-\boldsymbol{B} \boldsymbol{C}^{T}=\mathbb{1}  \tag{A.7}\\
\boldsymbol{A} \boldsymbol{B}^{T}=\boldsymbol{B} \boldsymbol{A}^{T} \\
\boldsymbol{C} \boldsymbol{D}^{T}=\boldsymbol{D} \boldsymbol{C}^{T}
\end{array}, \quad, \quad\left\{\begin{array}{l}
\boldsymbol{A}^{T} \boldsymbol{D}-\boldsymbol{C}^{T} \boldsymbol{B}=\mathbb{1} \\
\boldsymbol{A}^{T} \boldsymbol{C}=\boldsymbol{C}^{T} \boldsymbol{A} \\
\boldsymbol{B} \boldsymbol{D}^{T}=\boldsymbol{D}^{T} \boldsymbol{B}
\end{array}\right.\right.
$$

The matrices $\boldsymbol{A} \boldsymbol{B}^{T}, \boldsymbol{C} \boldsymbol{D}^{T}, \boldsymbol{A}^{T} \boldsymbol{C}$, and $\boldsymbol{B}^{T} \boldsymbol{D}$ are symmetric and the inverse of the matrix $\boldsymbol{F}$ writes as follows

$$
\boldsymbol{F}^{-1}=\left(\begin{array}{cc}
\boldsymbol{D}^{T} & -\boldsymbol{B}^{T}  \tag{A.8}\\
-\boldsymbol{C}^{T} & \boldsymbol{A}^{T}
\end{array}\right)
$$

For a generic real matrix the polar decomposition is given by $\boldsymbol{F}=\boldsymbol{T} \boldsymbol{O}$ where $\boldsymbol{T}$ is symmetric and $\boldsymbol{O}$ orthogonal. If $\boldsymbol{F} \in \operatorname{Sp}(2 n, \mathbb{R})$ then also $\boldsymbol{T}, \boldsymbol{O} \in \operatorname{Sp}(2 n, \mathbb{R})$. A matrix $\boldsymbol{O}$ which is symplectic and orthogonal writes as

$$
\boldsymbol{O}=\left(\begin{array}{cc}
\boldsymbol{X} & \boldsymbol{Y}  \tag{A.9}\\
-\boldsymbol{Y} & \boldsymbol{X}
\end{array}\right), \quad \begin{aligned}
& \boldsymbol{X} \boldsymbol{X}^{T}+\boldsymbol{Y} \boldsymbol{Y}^{T}=\mathbb{1} \\
& \boldsymbol{X} \boldsymbol{Y}^{T}-\boldsymbol{Y} \boldsymbol{X}^{T}=\mathbf{0}
\end{aligned}
$$

which implies that $\boldsymbol{U}=\boldsymbol{X}+i \boldsymbol{Y}$ is a unitary $n \times n$ complex matrix. The converse is also true, i.e. any unitary $n \times n$ complex matrix generates a symplectic matrix in $\operatorname{Sp}(2 n, \mathbb{R})$ when written in real notation as in Eq. (A.9).

A useful decomposition of a generic symplectic transformation $\boldsymbol{F} \in \operatorname{Sp}(2 n, \mathbb{R})$ is the so-called Euler decomposition

$$
F=O\left(\begin{array}{cc}
D & 0  \tag{A.10}\\
0 & D^{-1}
\end{array}\right) O^{\prime}
$$

where $\boldsymbol{O}$ and $\boldsymbol{O}^{\prime}$ are orthogonal and symplectic matrices, while $\boldsymbol{D}$ is a positive diagonal matrix. About the real symplectic group in quantum mechanics see Refs. [87, 86], for details on the single mode case see Ref. [88].

[^11]

## Characteristic function

The characteristic function of a generic operator $O$ has been introduced in Eq. (2.9). For a quantum state $\varrho$ we have $\chi[\varrho](\boldsymbol{\lambda})=\operatorname{Tr}[\varrho D(\boldsymbol{\lambda})]$. In the following, for the sake of simplicity, we will sometime omit the explicit dependence on $\varrho$. The characteristic function $\chi(\boldsymbol{\lambda})$ is also known as the moment-generating function of the signal $\varrho$, since its derivatives in the origin of the complex plane generates symmetrically ordered moments of mode operators. In formula

$$
\begin{equation*}
\left.(-)^{q} \frac{\partial^{p+q}}{\partial \lambda_{k}^{p} \partial \lambda_{l}^{* q}} \chi(\boldsymbol{\lambda})\right|_{\boldsymbol{\lambda}=\mathbf{0}}=\operatorname{Tr}\left[\varrho\left[\left(a_{k}^{\dagger}\right)^{p} a_{l}^{q}\right]_{S}\right] . \tag{B.1}
\end{equation*}
$$

For the first non trivial moments we have $\left[a^{\dagger} a\right]_{S}=\frac{1}{2}\left(a^{\dagger} a+a a^{\dagger}\right)$, $\left[a a^{\dagger 2}\right]_{S}=$ $\frac{1}{3}\left(a^{\dagger 2} a+a a^{\dagger 2}+a^{\dagger} a a^{\dagger}\right),\left[a^{\dagger} a^{2}\right]_{S}=\frac{1}{3}\left(a^{2} a^{\dagger}+a^{\dagger} a^{2}+a^{\dagger} a\right)$ [91]. In order to evaluate the symmetrically ordered form of generic moments, one should expand the exponential in the displacement operator

$$
\begin{align*}
D(\lambda) & =\sum_{k=0}^{\infty} \frac{1}{k!}\left(\lambda a^{\dagger}-\lambda^{*} a\right)^{k}=\sum_{k=0}^{\infty} \frac{1}{k!} \sum_{l=0}^{k}\binom{k}{l} \lambda^{k} \lambda_{l}^{*}\left[a^{\dagger k} a\right]_{S} \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{\lambda^{k} \lambda_{l}^{*}}{k!l!}\left[a^{\dagger k} a\right]_{S} . \tag{B.2}
\end{align*}
$$

We recall that the set of displacement operators $D(\boldsymbol{\lambda})$ with $\boldsymbol{\lambda} \in \mathcal{C}^{n}$ is complete, namely any generic operator $O$ on the Hibert space $\mathcal{H}$ can be written as:

$$
\begin{equation*}
O=\int_{\mathcal{C}^{n}} \frac{d^{2 n} \boldsymbol{\lambda}}{\pi^{n}} \operatorname{Tr}[O D(\boldsymbol{\lambda})] D(\boldsymbol{\lambda})^{\dagger}, \tag{B.3}
\end{equation*}
$$

where $\chi[O](\boldsymbol{\lambda})=\operatorname{Tr}[O D(\boldsymbol{\lambda})]$. From this consideration it follows that for any pair of generic operators acting on the Hilbert space of $n$ modes we have ${ }^{1}$

$$
\begin{equation*}
\operatorname{Tr}\left[O_{1} O_{2}\right]=\frac{1}{\pi^{n}} \int_{\mathbb{C}^{n}} d^{2 n} \boldsymbol{\lambda} \chi\left[O_{1}\right](\boldsymbol{\lambda}) \chi\left[O_{2}\right](-\boldsymbol{\lambda}), \tag{B.4}
\end{equation*}
$$

[^12]which allows to evaluate a quantum trace as a phase-space integral in terms of the characteristic function. Other important properties of the characteristic function follow from the definition, for example we have $\chi[O](0)=\operatorname{Tr}[O]$ and
\[

$$
\begin{equation*}
\int_{\mathbb{C}^{n}} \frac{d^{2 n} \boldsymbol{\lambda}}{\pi^{n}}|\chi[O](\boldsymbol{\lambda})|^{2}=\operatorname{Tr}\left[O^{2}\right] \tag{B.5}
\end{equation*}
$$

\]

We have seen that the introduction of the characteristic function allows to evaluate operators' traces as integrals in the phase space. This is useful in order to evaluate correlation functions and the statistics of a measurement since we are mostly dealing with Gaussian states and also many detectors are described by Gaussian operators.

Now we explicitly derive equality (B.4) for the trace of two generic operators in terms of their characteristic functions. The starting points is the Glauber expansions of an operator in terms of the characteristic, i.e. formula (B.3). For the characteristic function we have

$$
\begin{align*}
\operatorname{Tr}\left[O_{1} O_{2}\right]= & \int_{\mathbb{C}^{n}} \frac{d^{2 n} \boldsymbol{\lambda}_{1}}{\pi^{n}} \chi\left[O_{1}\right]\left(\boldsymbol{\lambda}_{1}\right) \int_{\mathbb{C}^{n}} \frac{d^{2 n} \boldsymbol{\lambda}_{2}}{\pi^{n}} \chi\left[O_{2}\right]\left(\boldsymbol{\lambda}_{1}\right) \operatorname{Tr}\left[D\left(\boldsymbol{\lambda}_{1}\right) D\left(\boldsymbol{\lambda}_{2}\right)\right], \\
= & \int_{\mathbb{C}^{2 n}} \frac{d^{2 n} \boldsymbol{\lambda}_{1}}{\pi^{n}} \frac{d^{2 n} \boldsymbol{\lambda}_{2}}{\pi^{n}} \chi\left[O_{1}\right]\left(\boldsymbol{\lambda}_{1}\right) \chi\left[O_{2}\right]\left(\boldsymbol{\lambda}_{1}\right) \\
& \times \operatorname{Tr}\left[D\left(\boldsymbol{\lambda}_{1}+\boldsymbol{\lambda}_{2}\right)\right] \exp \left\{\boldsymbol{\lambda}_{1}^{\dagger} \boldsymbol{\lambda}_{2}-\boldsymbol{\lambda}_{2}^{\dagger} \boldsymbol{\lambda}_{1}\right\}, \\
= & \int_{\mathbb{C}^{n}} \frac{d^{2 n} \boldsymbol{\lambda}}{\pi^{n}} \chi\left[O_{1}\right](\boldsymbol{\lambda}) \chi\left[O_{2}\right](-\boldsymbol{\lambda}), \tag{B.6}
\end{align*}
$$

where we have used the trace rule for the displacement $\operatorname{Tr}[D(\gamma)]=\pi^{n} \delta^{(2 n)}(\gamma)$.
To recover expression Eq. (2.15) is it sufficient to recall property (3.3).


## A remark about parameters $\kappa$

In order to encompass the different notations used in the literature to pass from complex to Cartesian notation, we have introduced the three parameters $\kappa_{h}, h=1,2,3$, in the decomposition of the mode operator, the phase-space coordinates and the reciprocal phase-space coordinates respectively. We report here again their meaning

$$
\begin{equation*}
a_{k}=\kappa_{1}\left(q_{k}+i p_{k}\right), \quad \alpha_{k}=\kappa_{2}\left(x_{k}+i y_{k}\right), \quad \lambda_{k}=\kappa_{3}\left(\mathrm{a}_{k}+i \mathrm{~b}_{k}\right) . \tag{C.1}
\end{equation*}
$$

The three parameters are not independent on each other and should satisfy the relations $2 \kappa_{1} \kappa_{3}=2 \kappa_{2} \kappa_{3}=1$, i.e. $\kappa_{1}=\kappa_{2}=\left(2 \kappa_{3}\right)^{-1}$. The so-called canonical representation corresponds to the choice $\kappa_{1}=\kappa_{2}=\kappa_{3}=2^{-1 / 2}$, while the quantum optical convention corresponds to $\kappa_{1}=\kappa_{2}=1, \kappa_{3}=1 / 2$. We have already seen that $2 \kappa_{2} \kappa_{3}=1$; in order to prove that $2 \kappa_{1} \kappa_{3}=1$, it is enough to consider the vacuum state of a single mode and evaluate the second moment of the "position" operator $\left\langle q^{2}\right\rangle=\operatorname{Tr}\left[\varrho q^{2}\right]$, which coincides with the variance $\left\langle\Delta q^{2}\right\rangle$, since the first moment $\langle q\rangle=0$ vanishes. Starting from the commutation relation $[q, p]=\left(2 \kappa_{1}^{2}\right)^{-1}$ it is straightforward to show that the vacuum is a minimum uncertainty state with

$$
\begin{equation*}
\left\langle\Delta q^{2}\right\rangle=\left(4 \kappa_{1}^{2}\right)^{-1} \tag{C.2}
\end{equation*}
$$

On the other hand, the so called Wigner ${ }^{1}$ and the characteristic functions of a single-mode vacuum state are given by

$$
\begin{equation*}
W_{0}(x, y)=\frac{2}{\pi} \exp \left\{-2 \kappa_{2}^{2}\left(x^{2}+y^{2}\right)\right\}, \quad \chi_{0}(\mathrm{a}, \mathrm{~b})=\exp \left\{-\frac{1}{2} \kappa_{3}^{2}\left(\mathrm{a}^{2}+\mathrm{b}^{2}\right)\right\} . \tag{C.3}
\end{equation*}
$$

[^13]Therefore, using the properties of $W$ as quasiprobability, and of $\chi$ as moment generating function, respectively, we have

$$
\begin{align*}
& \left\langle\Delta q^{2}\right\rangle=\int_{\mathbb{R}^{2}} d x d y \kappa_{2}^{2} x^{2} W_{0}(x, y)=\left(4 \kappa_{2}^{2}\right)^{-1}  \tag{C.4a}\\
& \left\langle\Delta q^{2}\right\rangle=-\left.\frac{\partial^{2}}{\partial_{\mathrm{a}}^{2}} \chi_{0}(\mathrm{a}, \mathrm{~b})\right|_{\mathrm{a}=\mathrm{b}=0}=\kappa_{3}^{2} \tag{C.4b}
\end{align*}
$$

from which the thesis follows, upon using Eqs. (C.2), (C.4a) and (C.4b) and assuming positivity of the parameters. Now, thanks to these results and denoting by $\boldsymbol{\sigma}_{0}=\boldsymbol{V}_{0}=\left(4 \kappa_{1}^{2}\right)^{-1} \mathbb{1}_{2 n}=\left(4 \kappa_{2}^{2}\right)^{-1} \mathbb{1}_{2 n}=\kappa_{3}^{2} \mathbb{1}_{2 n}$ the covariance matrix of the $n$-mode vacuum, we have that the characteristic and the Wigner functions can be rewritten as

$$
\begin{equation*}
\chi_{0}(\boldsymbol{\Lambda})=\exp \left\{-\frac{1}{2} \boldsymbol{\Lambda}^{T} \boldsymbol{\sigma}_{0} \boldsymbol{\Lambda}\right\}, \quad \chi_{0}(\boldsymbol{K})=\exp \left\{-\frac{1}{2} \boldsymbol{K}^{T} \boldsymbol{V}_{0} \boldsymbol{K}\right\} \tag{C.5}
\end{equation*}
$$

and

$$
\begin{align*}
& W_{0}(\boldsymbol{X})=\frac{\exp \left\{-\frac{1}{2} \boldsymbol{X}^{T} \boldsymbol{\sigma}_{0}^{-1} \boldsymbol{X}\right\}}{(2 \pi)^{n} \kappa_{2}^{2 n} \sqrt{\operatorname{Det}\left[\boldsymbol{\sigma}_{0}\right]}}=\left(\frac{2}{\pi}\right)^{n} \exp \left\{-\frac{1}{2} \boldsymbol{X}^{T} \boldsymbol{\sigma}_{0}^{-1} \boldsymbol{X}\right\},  \tag{C.6a}\\
& W_{0}(\boldsymbol{Y})=\frac{\exp \left\{-\frac{1}{2} \boldsymbol{Y}^{T} \boldsymbol{V}_{0}^{-1} \boldsymbol{Y}\right\}}{(2 \pi)^{n} \kappa_{2}^{2 n} \sqrt{\operatorname{Det}\left[\boldsymbol{V}_{0}\right]}}=\left(\frac{2}{\pi}\right)^{n} \exp \left\{-\frac{1}{2} \boldsymbol{Y}^{T} \boldsymbol{V}_{0}^{-1} \boldsymbol{Y}\right\} \tag{C.6b}
\end{align*}
$$

respectively, independently on the choice of parameters $\kappa_{h}$. So we see that the vacuum is a Gaussian state.

## Appendix

## Calculation of damped NOON-like

Consider the state (5.2):

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle_{\phi}=\frac{1}{\sqrt{2}}\left(\bigotimes_{i=1}^{M}\left|\mathrm{~N}_{+}\right\rangle_{i} \otimes|0\rangle^{\otimes 2 M}+\bigotimes_{i=1}^{M}|0\rangle^{\otimes 2 M}\left|\mathrm{~N}_{-}\right\rangle_{i}\right) \tag{D.1}
\end{equation*}
$$

For $M=1$ becomes:

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle_{\phi}=\frac{1}{\sqrt{2}}\left(\left|\mathbf{N}_{+}\right\rangle \otimes|0\rangle^{\otimes 2}+|0\rangle^{\otimes 2}\left|\mathrm{~N}_{-}\right\rangle\right) \tag{D.2}
\end{equation*}
$$

Let the projector $\rho:=\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}\right.$ : we want to know the evolution of this state under a lossy channel, so let us apply the lossy beam splitters model to all 4 modes and consider the case in which the quantum efficiency is the same for every mode.

The evolved quantum state must be calculated in this way, for every mode we have: $\rho^{\prime}=\operatorname{Tr}\left[U \rho \otimes|0\rangle\langle 0| U^{\dagger}\right]=\sum_{n=0}^{\infty} V_{n} \rho V_{n}^{\dagger}$, where $V_{n}:=\left(\frac{1-\eta}{\eta}\right)^{n / 2} \frac{a^{n}}{\sqrt{n!}} \eta^{\frac{a^{\dagger} a}{2}}$, and $a$ is annihilation operator describing the mode of radiation impinging on the fictious beam splitters. So we have to consider 4 beam splitter.

First of all I write explicitely $\rho: \rho=\frac{1}{2}\left[\left|\mathrm{~N}_{+}\right\rangle\left\langle\mathrm{N}_{+}\right| \otimes|0\rangle\left\langle\left. 0\right|^{\otimes 2}+\mid 0\right\rangle\left\langle\left. 0\right|^{\otimes 2} \otimes\right.\right.$ $\left|\mathrm{N}_{-}\right\rangle\left\langle\mathrm{N}_{-}\right|+\left|\mathrm{N}_{+}\right\rangle\left\langle\left. 0\right|^{\otimes 2} \otimes \mid 0\right\rangle^{\otimes 2}\left\langle\mathrm{~N}_{-}\right|+|0\rangle^{\otimes 2}\left\langle\mathrm{~N}_{+}\right| \otimes\left|\mathrm{N}_{-}\right\rangle\left\langle\left. 0\right|^{\otimes 2}\right]$. The evolved density matrix $\rho^{\prime}$ is ${ }^{1}$ :

$$
\begin{array}{r}
\frac{1}{2} \sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \sum_{n_{3}=0}^{\infty} \sum_{n_{4}=0}^{\infty} V_{n_{1}} V_{n_{2}} V_{n_{3}} V_{n_{4}}\left(| \mathrm { N } _ { + } \rangle \langle \mathrm { N } _ { + } | \otimes | 0 \rangle \left\langle\left.0\right|^{\otimes 2}+\right.\right. \\
|0\rangle\left\langle\left. 0\right|^{\otimes 2} \otimes \mid \mathrm{N}_{-}\right\rangle\left\langle\mathrm{N}_{-}\right|+\left|\mathrm{N}_{+}\right\rangle\left\langle\left. 0\right|^{\otimes 2} \otimes \mid 0\right\rangle^{\otimes 2}\left\langle\mathrm{~N}_{-}\right| \\
+|0\rangle^{\otimes 2}\left\langle\mathrm{~N}_{+}\right| \otimes\left|\mathrm{N}_{-}\right\rangle\left\langle\left. 0\right|^{\otimes 2}\right) V_{n_{1}}^{\dagger} V_{n_{2}}^{\dagger} V_{n_{3}}^{\dagger} V_{n_{4}}^{\dagger} . \tag{D.3}
\end{array}
$$

[^14]
## D. Calculation of damped NOON-like

I differentiate between diagonal elements and off diagonal elements: For the first ones, considering that lossy channel does not perturb the vacuum density matrix $\nu=|0\rangle\langle 0|$, we have just to compute the evolution under lossy map of the noon state, so we have:

$$
\begin{equation*}
\left(\eta^{N}\left|\mathbf{N}_{+}\right\rangle\left\langle\mathbf{N}_{+}\right|+\rho_{M I X}\right) \otimes \nu^{\otimes 2} \tag{D.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu^{\otimes 2} \otimes\left(\eta^{N}\left|\mathbf{N}_{-}\right\rangle\left\langle\mathrm{N}_{-}\right|+\rho_{M I X}\right) \tag{D.5}
\end{equation*}
$$

with $\rho_{M I X}=\sum_{i=0}^{N-1} \eta^{i}(1-\eta)^{N-i} \frac{1}{2}[|i, 0\rangle\langle i, 0|+|0, i\rangle\langle 0, i|]$.
Concerning the off diagonal element I have to compute terms like the following: $\sum_{n=0}^{\infty} V_{n}|N\rangle\langle 0| V_{n}^{\dagger}$ where $|N\rangle$ now must be meant as a $N$ photon fock state. These terms give a non zero expression only for the term with $n=0$ and what is obtained is: $\eta^{N / 2}|N\rangle\langle 0|$. At this point we compute:

$$
\begin{equation*}
\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \sum_{n_{3}=0}^{\infty} \sum_{n_{4}=0}^{\infty} V_{n_{1}} V_{n_{2}} V_{n_{3}} V_{n_{4}}|0\rangle^{\otimes 2}\left\langle\mathrm{~N}_{+}\right| \otimes \underbrace{\left|\mathrm{N}_{-}\right\rangle\left\langle\left. 0\right|^{\otimes 2}\right.}_{(*)} V_{n_{1}}^{\dagger} V_{n_{2}}^{\dagger} V_{n_{3}}^{\dagger} V_{n_{4}}^{\dagger} \tag{D.6}
\end{equation*}
$$

$(*)=\frac{1}{\sqrt{2}}\left(|N, 0\rangle+\mathrm{e}^{-i N \phi}|0, N\rangle\right)\left\langle\left.\left. 0\right|^{\otimes 2}=\frac{1}{\sqrt{2}} \right\rvert\, N, 0\right\rangle\langle 0,0|+|0, N\rangle\langle 0,0| \mathrm{e}^{-i N \phi}$, we see that, if we aply the lossy map we have: $\eta^{N / 2}\left(|N, 0\rangle\langle 0,0|+|0, N\rangle\langle 0,0| \mathrm{e}^{-i N \phi}\right)=$ $\eta^{N / 2}\left|\mathrm{~N}_{-}\right\rangle\left\langle\left. 0\right|^{\otimes 2}\right.$, and more generally for Eq. (D.6) the result is: $\eta^{N}\left(|0\rangle^{\otimes 2}\left\langle\mathrm{~N}_{+}\right| \otimes\right.$ $\left|\mathrm{N}_{-}\right\rangle\left\langle\left. 0\right|^{\otimes 2}\right)$. Finally, the expression of the evolved noon-like density matrix is:

$$
\begin{array}{r}
\rho^{\prime}=\frac{1}{2}\left[\left(\eta^{N}\left|\mathbf{N}_{+}\right\rangle\left\langle\mathrm{N}_{+}\right|+\rho_{M I X}\right) \otimes \nu^{\otimes 2}\right. \\
+\nu^{\otimes 2} \otimes\left(\eta^{N}\left|\mathrm{~N}_{-}\right\rangle\left\langle\mathrm{N}_{-}\right|+\rho_{M I X}\right)+ \\
\eta^{N}\left(| 0 \rangle ^ { \otimes 2 } \langle \mathrm { N } _ { + } | \otimes | \mathrm { N } _ { - } \rangle \left\langle\left.0\right|^{\otimes 2}+\right.\right. \\
\left.\left.\left|\mathrm{N}_{+}\right\rangle\left\langle\left. 0\right|^{\otimes 2} \otimes \mid 0\right\rangle^{\otimes 2}\left\langle\mathrm{~N}_{-}\right|\right)\right]= \\
\eta^{N}\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}+\rho_{M I X} \otimes \nu^{\otimes 2}+\nu^{\otimes 2} \otimes \rho_{M I X} .\right. \tag{D.7}
\end{array}
$$

When $M=2$ :

$$
\eta^{2 N}\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}+\eta^{N}\left[\nu^{\otimes^{4}} \otimes\left(\left|\mathbf{N}_{-}\right\rangle\left\langle\mathbf{N}_{-}\right| \otimes \rho_{M I X}+\rho_{M I X} \otimes\left|\mathbf{N}_{-}\right\rangle\left\langle\mathbf{N}_{-}\right|\right)+\right.\right.
$$

$$
\left.\left(\left|\mathrm{N}_{+}\right\rangle\left\langle\mathrm{N}_{+}\right| \otimes \rho_{M I X}+\rho_{M I X} \otimes\left|\mathrm{~N}_{+}\right\rangle\left\langle\mathrm{N}_{+}\right|\right) \otimes \nu^{\otimes^{4}}\right]+\rho_{M I X}^{\otimes 2} \otimes \nu^{\otimes 4}+\nu^{\otimes 4} \otimes \rho_{M I X}^{\otimes 4}
$$

where $\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}\right.$ is the $M=2$ pure noon-like state. It seems now that the state is more robust due to the presence of the second term in the sum multiplied by $\eta^{N}$.

More generally, for $M>2$ what is obtained is:

$$
\begin{gather*}
\rho_{M}^{\prime}=\frac{1}{2}\left[\left(\eta^{N}\left|\mathrm{~N}_{+}\right\rangle\left\langle\mathrm{N}_{+}\right|+\rho_{M I X}\right)^{\otimes M} \otimes \nu^{\otimes 2 M}+\nu^{\otimes 2 M} \otimes\left(\eta^{N}\left|\mathrm{~N}_{-}\right\rangle\left\langle\mathrm{N}_{-}\right|+\rho_{M I X}\right)^{\otimes M}+\right. \\
\eta^{N M}\left(|0\rangle^{\otimes 2 M}\left\langle\left.\mathrm{~N}_{+}\right|^{\otimes M} \otimes \mid \mathrm{N}_{-}\right\rangle^{\otimes M}\left\langle\left. 0\right|^{\otimes 2 M}+\mid \mathrm{N}_{+}\right\rangle^{\otimes M}\left\langle\left. 0\right|^{\otimes 2 M} \otimes \mid 0\right\rangle^{\otimes 2 M}\left\langle\left.\mathrm{~N}_{-}\right|^{\otimes M}\right)\right]= \\
\eta^{N M}\left|\psi^{\prime}\right\rangle_{\phi}\left\langle\left.\psi^{\prime}\right|_{\phi}+\rho_{M I X}^{\otimes M} \otimes \nu^{\otimes 2 M}+\nu^{\otimes 2 M} \otimes \rho_{M I X}^{M}+\rho_{\chi} .\right. \tag{D.8}
\end{gather*}
$$

$\rho_{\chi}$ being the mixed terms emerging from the expression $\left(\eta^{N}\left|\mathbf{N}_{ \pm}\right\rangle\left\langle\mathrm{N}_{ \pm}\right|+\right.$ $\left.\rho_{M I X}\right)^{\otimes M}$ and responsible of the robustness of the state.

## Appendix

## Calculation of damped MN-loss

Suppose the following state: $|\psi\rangle=\frac{1}{\sqrt{2}}(|n:: 0\rangle|m:: 0\rangle+|m:: 0\rangle|n:: 0\rangle)$, where $|q:: 0\rangle$ is a q photons noon state, $q=m, n, n+m=N$. I call such a term $M N$ loss state. Let every noon state accumulate a phase in one of its field modes, so we have: $|\psi\rangle_{\phi}=\frac{1}{\sqrt{2}}\left(|n:: 0\rangle_{\phi}|m:: 0\rangle_{\phi}+|m:: 0\rangle_{\phi}|n:: 0\rangle_{\phi}\right)$, with $|q:: 0\rangle=$ $\frac{1}{\sqrt{2}}\left(|q, 0\rangle+e^{i q \phi}|0, q\rangle\right)$ and $q=m, n$.

Now follows the explicit calculation of the evolution of this state under lossy map: first of all I write the density operator, namely:

$$
\begin{aligned}
& \rho_{\phi}=|m:: 0\rangle_{\phi}|n:: 0\rangle_{\phi}\left\langle m::\left.0\right|_{\phi}\left\langle n::\left.0\right|_{\phi}+\mid m:: 0\right\rangle_{\phi} \mid n:: 0\right\rangle_{\phi}\left\langle n::\left.0\right|_{\phi}\left\langle m::\left.0\right|_{\phi}+\right.\right. \\
& |n:: 0\rangle_{\phi}|m:: 0\rangle_{\phi}\left\langle m::\left.0\right|_{\phi}\left\langle n::\left.0\right|_{\phi}+\mid n:: 0\right\rangle_{\phi} \mid m:: 0\right\rangle_{\phi}\left\langle n::\left.0\right|_{\phi}\left\langle m::\left.0\right|_{\phi}\right. \text {. Then }\right.
\end{aligned}
$$

I consider four lossy channels characterized by the same efficiency $\eta$, and after having traced out the four vacuum modes as usual, I have: $\mathcal{L}\left[\rho_{\phi}\right]=$ $\sum_{n_{1}, n_{2}, n_{3}, n_{4}} V_{1} V_{2} V_{3} V_{4} \rho_{\phi} V_{1}^{\dagger} V_{2}^{\dagger} V_{3}^{\dagger} V_{4}^{\dagger}$. I rewrite $\rho_{\phi}$ in a more feasible way:

$$
\begin{equation*}
\rho_{|m: 0\rangle_{\phi}} \otimes \rho_{|n: 0\rangle_{\phi}}+\rho_{|n: 0\rangle_{\phi}} \otimes \rho_{|m:: 0\rangle_{\phi}}+\text { OFF DIAG. TERMS. } \tag{E.1}
\end{equation*}
$$

The behaviour under loss of the first two terms is easy to recover, $\rho_{|q: 0\rangle_{\phi}}$ is the density matrix of the pure q-photons noon state, $q=n, m$. I consider instead the OFF DIAGONAL TERMS, namely:

$$
\begin{align*}
& |m:: 0\rangle_{\phi}|n:: 0\rangle_{\phi}\left\langle n::\left.0\right|_{\phi}\left\langle m::\left.0\right|_{\phi}\right.\right.  \tag{E.2}\\
& |n:: 0\rangle_{\phi}|m:: 0\rangle_{\phi}\left\langle m::\left.0\right|_{\phi}\left\langle n::\left.0\right|_{\phi} .\right.\right. \tag{E.3}
\end{align*}
$$

Expresion (E.4) can be also written in the following way:
$|m:: 0\rangle_{\phi}\left\langle n::\left.0\right|_{\phi} \otimes \mid n:: 0\right\rangle_{\phi}\left\langle m::\left.0\right|_{\phi}\right.$. After little manipulation we have, considering that

$$
\begin{aligned}
& \mathcal{L}[|m\rangle\langle n|]=\sum_{j} V_{j}|m\rangle\langle n| V_{j}^{\dagger}= \\
& \quad \eta^{\frac{n+m}{2}} \sum_{j=0}^{\min [m, n]}\left(\frac{1-\eta}{\eta}\right)^{j} \sqrt{\binom{m}{j}\binom{n}{j}}|m-j\rangle\langle n-j| .
\end{aligned}
$$

$$
\begin{aligned}
& \qquad \mathcal{L}\left[|m:: 0\rangle_{\phi}\left\langle n::\left.0\right|_{\phi} \otimes \mid n:: 0\right\rangle_{\phi}\left\langle m::\left.0\right|_{\phi}\right]=\right. \\
& \eta^{\frac{n+m}{2}}\left(\rho_{m, n, 0}+\rho_{0, m, n} e^{i(m-n) \phi}+|0, m\rangle\langle n, 0| e^{i m \phi}+|m, 0\rangle\langle 0, n| e^{-i n \phi}+\right) \\
& \otimes \eta^{\frac{n+m}{2}}\left(\rho_{n, m, 0}+\rho_{0, n, m} e^{-i(m-n) \phi}+|0, n\rangle\langle m, 0| e^{i n \phi}+|n, 0\rangle\langle 0, m| e^{-i m \phi}+\right) \\
& \text { with } \rho_{m, n, 0}:=\sum_{j=0}^{\min [m, n]}\left(\frac{1-\eta}{\eta}\right)^{j} \sqrt{\binom{m}{j}\binom{n}{j}}|m-j\rangle\langle n-j| \otimes \nu \\
& \rho_{0, m, n}:=\nu \otimes \sum_{j=0}^{\min [m, n]}\left(\frac{1-\eta}{\eta}\right)^{j} \sqrt{\binom{m}{j}\binom{n}{j}}|m-j\rangle\langle n-j| \\
& \rho_{n, m, 0}:=\sum_{j=0}^{\min [m, n]}\left(\frac{1-\eta}{\eta}\right)^{j} \sqrt{\binom{m}{j}\binom{n}{j}}|n-j\rangle\langle m-j| \otimes \nu \\
& \rho_{0, m, n}:=\nu \otimes \sum_{j=0}^{\min [m, n]}\left(\frac{1-\eta}{\eta}\right)^{j} \sqrt{\binom{m}{j}\binom{n}{j}}|n-j\rangle\langle m-j|, \text { where } \nu \text { is }
\end{aligned}
$$

the vacuum density matrix. This terms will obviously carry information about the phase, but the presence of the term $\eta^{n+m}=\eta^{N}$ indicates the fact that such an information will be preserved only if no photons is lost. Manipulating further the evolved state I have finally:

$$
\begin{array}{r}
\mathcal{L}[\rho]=\eta^{N} \rho_{\phi}+\eta^{m}\left(\rho_{|m:: 0\rangle_{\phi}} \otimes \rho_{\text {mix }}^{(n)}+\rho_{\text {mix }}^{(n)} \otimes|m:: 0\rangle_{\phi}\right)+ \\
\eta^{n}\left(\rho_{|n: 0\rangle_{\phi}} \otimes \rho_{m i x}^{(m)}+\rho_{\text {mix }}^{(m)} \otimes|n:: 0\rangle_{\phi}\right)+ \\
\rho_{m i x}^{(m)} \otimes \rho_{\text {mix }}^{(n)}+\rho_{m i x}^{(n)} \otimes \rho_{\text {mix }}^{(m)}+\eta^{N} \rho(\phi)_{\chi} . \tag{E.4}
\end{array}
$$

$\rho_{m i x}^{(q)}=\sum_{i=0}^{q-1}\binom{q}{i} \eta^{i}(1-\eta)^{q-i} \frac{1}{2}[|i, 0\rangle\langle i, 0|+|0, i\rangle\langle 0, i|]$, where the suffix indicate the fact that the state is a $q$ photon state. The term $\rho(\phi)_{\chi}$ instead is related to the OFF DIAGONAL TERMS previously given. The MN-loss state presents a robustness to loss for the presence of the second and third term in (E.4), thanks to which we can say that the lost of $n$ or $m$ photons is tolerated and phase information can still be extracted.


## Analitical evaluation of $(\Delta A)^{2}$ for the $m \& m$ state

The A operator of Eq. (4.62) can be written as:

$$
\begin{equation*}
A=\sum_{s, r=0}^{m^{\prime}} \Pi_{r, s}^{(+)}-\Pi_{r, s}^{(-)} \tag{F.1}
\end{equation*}
$$

where $\Pi_{r, s}^{( \pm)}$is the projector onto the space generated the vectors:

$$
\begin{equation*}
\left|\psi_{r, s}^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|m^{\prime}-r, m-s\right\rangle \pm\left|m-r, m^{\prime}-s\right\rangle\right) \tag{F.2}
\end{equation*}
$$

The evaluation of $A^{2}$ now follows:

$$
\begin{equation*}
A^{2}=\sum_{s, r=0}^{m^{\prime}} \sum_{s^{\prime}, r^{\prime}=0}^{m^{\prime}} \Pi_{r, s}^{(+)} \Pi_{r^{\prime}, s^{\prime}}^{(+)}+\Pi_{r, s}^{(-)} \Pi_{r^{\prime}, s^{\prime}}^{(-)} \tag{F.3}
\end{equation*}
$$

Infact $\Pi_{r, s}^{( \pm)} \Pi_{r^{\prime}, s^{\prime}}^{(\mp)}=0 \forall r, s, r^{\prime}, s^{\prime}$, due to the fact that both projectors will always project onto ortogonal subspaces.

In order to compute: $\Pi_{r, s}^{(+)} \Pi_{r^{\prime}, s^{\prime}}^{(+)}$, we evaluate $\left\langle\psi_{r, s}^{+} \mid \psi_{r^{\prime}, s^{\prime}}^{+}\right\rangle$.

$$
\begin{array}{r}
\left\langle\psi_{r, s}^{+} \mid \psi_{r^{\prime}, s^{\prime}}^{+}\right\rangle=\frac{1}{2}\left(\delta_{m^{\prime}-r, m^{\prime}-r^{\prime}} \delta_{m-s, m-s^{\prime}}+\delta_{m-r, m^{\prime}-r^{\prime}} \delta_{m^{\prime}-s, m-s^{\prime}}+\right. \\
\left.\delta_{m^{\prime}-r, m-r^{\prime}} \delta_{m-s, m^{\prime}-s^{\prime}}+\delta_{m-r, m-r^{\prime}} \delta_{m^{\prime}-s, m^{\prime}-s^{\prime}}\right) \tag{F.5}
\end{array}
$$

Summing over $r^{\prime}$ and $s^{\prime}$ :

$$
\begin{equation*}
1+\frac{1}{2} \sum_{r^{\prime}, s^{\prime}}^{m^{\prime}}\left(\delta_{m-r, m^{\prime}-r^{\prime}} \delta_{m^{\prime}-s, m-s^{\prime}}+\delta_{m^{\prime}-r, m-r^{\prime}} \delta_{m-s, m^{\prime}-s^{\prime}}\right) \tag{F.6}
\end{equation*}
$$

We obtain the following condition on $r^{\prime}, s^{\prime}$ :

$$
\begin{align*}
r^{\prime} & =m^{\prime}-m+r  \tag{F.7}\\
s^{\prime} & =m-m^{\prime}+s
\end{align*}
$$

$$
\begin{align*}
r^{\prime} & =m-m^{\prime}+r  \tag{F.8}\\
s^{\prime} & =m^{\prime}-m+s
\end{align*}
$$

which cannot be satisfied if $m>2 m^{\prime}$.
For the present purposes we can take into account the case $m<2 m^{\prime}$ and the evaluation is semplified. We have:

$$
\begin{equation*}
\sum_{s, r=0}^{m^{\prime}} \sum_{s^{\prime}, r^{\prime}=0}^{m^{\prime}} \Pi_{r, s}^{(+)} \Pi_{r^{\prime}, s^{\prime}}^{(+)}=\sum_{s, r=0}^{m^{\prime}} \sum_{s^{\prime}, r^{\prime}=0}^{m^{\prime}}\left|\psi_{r, s}^{+}\right\rangle\left\langle\psi_{r, s}^{+} \mid \psi_{r^{\prime}, s^{\prime}}^{+}\right\rangle\left\langle\psi_{r^{\prime}, s^{\prime}}^{+}\right|=\sum_{s, r=0}^{m^{\prime}}\left|\psi_{r, s}^{+}\right\rangle\left\langle\psi_{r, s}^{+}\right| \tag{F.9}
\end{equation*}
$$

Now we must calculate: $\operatorname{Tr}\left\{\mathcal{L}(\rho) A^{2}\right\}$.
I recall the expression of the evolved $m \& m$ density matrix under lossy evolution:

$$
\begin{array}{r}
\mathcal{L}(\rho)=\hat{\rho}_{a^{\prime}, b^{\prime}}=\sum_{k=0}^{m} \sum_{l=0}^{m^{\prime}} \underbrace{\left|a_{k, l}\right|^{2}\left|m-k, m^{\prime}-l\right\rangle\left\langle m-k, m^{\prime}-l\right|}_{X} \\
+\underbrace{\left|b_{k, l}\right|^{2}\left|m^{\prime}-l, m-k\right\rangle\left\langle m^{\prime}-l, m-k\right|}_{Y} \\
+\sum_{l, l^{\prime}=0}^{m^{\prime}} a_{l, l^{\prime}}^{*} b_{l^{\prime}, l}\left|m^{\prime}-l, m-l^{\prime}\right\rangle\left\langle m-l, m^{\prime}-l^{\prime}\right| \\
 \tag{F.10}\\
+a_{l^{\prime}, l} l_{l, l^{\prime}}^{*}\left|m-l^{\prime}, m^{\prime}-l\right\rangle\left\langle m^{\prime}-l^{\prime}, m-l\right|
\end{array}
$$

with:

$$
\begin{align*}
\left|a_{k, l}\right|^{2} & \equiv \gamma_{k, l}^{2} \eta_{a}^{m-k}\left(1-\eta_{a}\right)^{k} \eta_{b}^{m^{\prime}-l}\left(1-\eta_{b}\right)^{l} \\
\left|b_{k, l}\right|^{2} & \equiv \gamma_{k, l}^{2} \eta_{a}^{m^{\prime}-l}\left(1-\eta_{a}\right)^{l} \eta_{b}^{m-k}\left(1-\eta_{b}\right)^{k} \\
a_{l, l^{\prime}}^{*} b_{l^{\prime}, l} & \equiv \gamma_{l, l^{\prime}} \gamma_{l^{\prime}, l} \eta_{a}^{\frac{m+m^{\prime}-2 l}{2}}\left(1-\eta_{a}\right)^{l} \eta_{b}^{\frac{m+m^{\prime}-2 l^{\prime}}{2}}\left(1-\eta_{b}\right)^{l^{\prime}} e^{-i\left(m-m^{\prime}\right) \phi} \\
a_{l^{\prime}, l} b_{l, l^{\prime}}^{*} & \equiv \gamma_{l^{\prime}, l} \gamma_{l, l^{\prime}} \eta_{a}^{\frac{m+m^{\prime}-2 l^{\prime}}{2}}\left(1-\eta_{a}\right)^{l^{\prime}} \eta_{b}^{\frac{m+m^{\prime}-2 l}{2}}\left(1-\eta_{b}\right)^{l} e^{i\left(m-m^{\prime}\right) \phi}, \tag{F.11}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{k, l} \equiv \sqrt{\frac{1}{2}\binom{m}{k}\binom{m^{\prime}}{l}} \tag{F.12}
\end{equation*}
$$

It can be immediately said that no contribution is given by off diagonal terms of the evolved density matrix, namely third and fourth terms Eq. (F.10).

So, first we compute:

$$
\begin{equation*}
\operatorname{Tr}\left\{A^{2} X\right\} \text { and } \operatorname{Tr}\left\{A^{2} Y\right\} \tag{F.13}
\end{equation*}
$$

Reexpressing $A^{2}$ we have:

$$
A^{2}=\sum_{r, s=0}^{m^{\prime}} \underbrace{\left|m^{\prime}-r, m-s\right\rangle\left\langle m^{\prime}-r, m-s\right|}_{(i)}+\underbrace{\left|m-r, m^{\prime}-s\right\rangle\left\langle m-r, m^{\prime}-s\right|}_{(i i)}
$$

From Eq.F. 14 we have:

$$
\begin{align*}
\operatorname{Tr}\{(i) X\} & =\operatorname{Tr}\left\{\left|m^{\prime}-r, m-s\right\rangle\left\langle m-k, m^{\prime}-l\right|\right\} \delta_{m^{\prime}-r, m-k} \delta_{m-s, m^{\prime}-l} \\
\operatorname{Tr}\{(i i) X\} & =\operatorname{Tr}\left\{\left|m-r, m^{\prime}-s\right\rangle\left\langle m-k, m^{\prime}-l\right|\right\} \delta_{m-r, m-k} \delta_{m^{\prime}-s, m^{\prime}-l} \\
\operatorname{Tr}\{(i) Y\} & =\operatorname{Tr}\left\{\left|m^{\prime}-r, m-s\right\rangle\left\langle m^{\prime}-l, m-k\right|\right\} \delta_{m^{\prime}-r, m^{\prime}-l} \delta_{m-s, m-k} \\
\operatorname{Tr}\{(i i) Y\} & =\operatorname{Tr}\left\{\left|m-r, m^{\prime}-s\right\rangle\left\langle m^{\prime}-l, m-k\right|\right\} \delta_{m-r, m^{\prime}-l} \delta_{m^{\prime}-s, m-k} \tag{F.15}
\end{align*}
$$

From the first and last term, no contribution is given, infact for that expression, what must be obeyed is:
$r=m^{\prime}-m+k$ and $s=m-m^{\prime}+l$ for the first and,
$r=m-m^{\prime}+l$ and $s=m^{\prime}-m+k$ for the fourth, but this is not the case.
For second and third expressions instead is: $r=k, s=l$ for the second,
$r=l, s=k$ for the third. Provided that $k$ now must run from 0 to $m^{\prime}$, we have:

$$
\begin{equation*}
\left\langle A^{2}\right\rangle=\sum_{k, l=0}^{m^{\prime}}\left(\left|a_{k, l}\right|^{2}+\left|b_{k, l}\right|^{2}\right) . \tag{F.16}
\end{equation*}
$$

With these results we can compute the variance $(\Delta A)^{2}$ and finally the precision over the phase $\delta \phi$.
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[^0]:    ${ }^{1}$ As it will be now clear, actually a PVM is a POVM with the additional property $P\left(B_{1}\right) P\left(B_{2}\right)=P\left(B_{1} \cup B_{2}\right)$.

[^1]:    ${ }^{2}$ In this case we deal with a density of POVM for the phase is a continuous variable.
    ${ }^{3}$ Infact if $d \mu(\phi)$ is covariant it holds: $p\left(\phi_{*} \mid \phi\right) d \phi_{*}=\operatorname{Tr}\left[d \mu\left(\phi_{*}\right) e^{-i \phi a^{\dagger} a} \rho_{0} e^{i \phi a^{\dagger} a}\right]=$ $\operatorname{Tr}\left[e^{i \phi a^{\dagger} a} d \mu\left(\phi_{*}\right) e^{-i \phi a^{\dagger} a} \rho_{0}\right]=\operatorname{Tr}\left[d \mu\left(\phi_{*}-\phi\right) \rho_{0}\right]=p\left(\phi_{*}-\phi\right)$

[^2]:    ${ }^{4}$ It must be underlined here that, when we deal with interferometry, we consider path entanglement because the correlation between photons is due to their coexistence in one field mode, namely in a Fock state. The correlation due to entanglement between single photons is present instead in a state of this type:

    $$
    1 / \sqrt{2}\left(|1,0\rangle_{a, b}^{\otimes N}+|0,1\rangle_{a, b}^{\otimes N}\right)
    $$

    where one have $N$ pairs of bosonic field modes $a$ and $b$, populated by a single photon. We will come back to this problem in chapter 4.
    ${ }^{5}$ Note that in (1.30) we have specified the field modes $a^{\prime}$ and $b^{\prime}$ (see fig.(1.3)). The NOON state is not an input state; it must be obtained inside the interferometer.

[^3]:    ${ }^{6}$ We will see the effect of noise in detail in chapter 4
    ${ }^{7}$ This depends in turn on the input state, for the NOON state for example, we will see that $\chi_{\eta}(\phi)$ does not have a phase dependence and is completely useless.

[^4]:    ${ }^{1}$ It should be now clear to the reader that it is more important to know the form of the covariance matrix than the density operator itself.

[^5]:    ${ }^{2}$ Since we are considering optical modes, the zero temperature assumption is reasonable.
    ${ }^{3}$ This will be the case under consideration in the next chapter.

[^6]:    ${ }^{1}$ Note that in order to obtain non classicality and so entanglement in the output state of a beam splitter, non classicality is needed in input as can be seen in [66]

[^7]:    ${ }^{1}$ The model of [35] corresponds to that of the present paper when the parameters $\bar{\gamma} t, \Gamma_{1} t$ and $\Gamma_{2} t$ of the former are set to values of 0,0 and $-\log \eta$, respectively.

[^8]:    ${ }^{1}$ Suppose for example that the NOON state accumulates phase in the following way: $1 / \sqrt{2}\left(e^{-i N \phi}|N, 0\rangle+e^{i N \phi}|0, N\rangle\right)$. Measuring the usual observable $A_{N}=|N, 0\rangle\langle 0, N|+$ $|0, N\rangle\langle N, 0|$ it can be seen that the phase uncertainty is $\delta \phi=\frac{1}{2 N}$.
    ${ }^{2}$ See section 4.2

[^9]:    ${ }^{3}$ In general such coefficients are complex number, but for pure loss, which is the case we are considering, they can be taken as real.
    ${ }^{5}$ We have done a semplification for we have subsumed the rigorous expression for the observable $A_{N M}$, because as it is here expressed, it seems that every mode is constrained to loss, infact all the field modes are marked with the prime ' symbol which stands for the application of lossy map to that mode. Actually not all modes suffer noisy evolution. But in pratice, the difference in the computation of the terms of type (5.17) and (5.19), when loss is applied, is the presence of the term $\eta^{N}$ occouring the $n$ number of modes that suffers evolution.

[^10]:    ${ }^{1}$ Given a sample $\phi_{1}, \phi_{2}, \ldots, \phi_{N}$ of size $N$, an estimator $\hat{\phi}$ for the parameter $\phi$ is a function $\hat{\phi}\left(\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right)$.

[^11]:    ${ }^{1}$ Actually $\operatorname{Det}[\boldsymbol{F}]=+1$ and never -1 . This result may be obtained by showing that if $e$ is an eigenvalue of a symplectic matrix, than also $e^{-1}$ is an eigenvalue [86].

[^12]:    ${ }^{1}$ The computation is showed at the end of this section

[^13]:    ${ }^{1}$ The Wigner function is another fundamental quantity in quantum optics, for the present purposes it is enough recalling that it is defined as the Fourier transform of the characteristic function.

[^14]:    ${ }^{1} \frac{1}{2}$ term will be omitted

