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Introduction

The possibility of using hadron therapy (with protons or heavier ions) in ev-
ery day clinical practice in cancer therapy, as a consequence of the worldwide
fast growing of new proposals and facilities [1], requires an improvement of
treatment-dedicated software including the development of new approaches
able to provide a more accurate simulation of the interaction of radiation with
biological tissue. The treatment planning system (TPS) is a complex com-
puter software that helps to design radiation treatments and to compute the
absorbed dose and/or the biological effective dose delivered to the patient.

One of the main objectives in radiotherapy is the conformal delivery of
the prescribed dose to the target volume, while sparing as much as possible
the surrounding healthy tissue and critical structures. In the intensity modu-
lated particle therapy (IMPT), many thousands of narrow beams, individually
weighted, are delivered to the patient along different directions in order to
provide a uniform dose to an arbitrary shaped planned target volume (PTV).
Computer aided inverse planning techniques are mandatory to create treat-
ment plans. In IMPT, that means that beam spot positions and beam energies
and intensities are determined from the prescribed dose distribution by means
of an optimization procedure based on an appropriate objective function.

The most important difference between protons and heavier ions, is the
increased biological effectiveness of the latter [2–5], i.e., a lower physical dose
is needed with ions to obtain a given biological effect. For carbon ions, which
are considered the optimal choice [6], the effect of the favourable absorbed dose
distribution, very localized, is enhanced by the large relative biological effec-
tiveness (RBE) towards the end of the particle range, offering an additional
advantage for slow growing radioresistant tumors.

In this work, the analytical code TRiP (TReatment planning for Particles,
1998), i.e., the production version of the treatment planning used in clinical
practice at GSI [7–9], is taken as the reference TPS. It will be also the TPS
of new European facilities, HIT (Heidelberg, Germany) and CNAO (Pavia,
Italy). This treatment planning system is an analytical code based on fast per-
forming pencil-beam algorithms. Monte Carlo (MC) statistical method for dose
calculation could represent, on the other hand, the most effective tool for the
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Introduction

verification, and eventually the correction, of analytical TPS. It could allow, in
fact, the dose evaluation for every real situation and in all the cases for which
experimental verification is impossible and/or the analytical approach is not
sufficiently precise. Nevertheless, the limiting precision of a MC calculation,
as the analytical ones, is related to the knowledge of the physical processes
ruling the studied interactions, especially the nuclear ones. Giving this caveat,
the MC simulations could be important tools for the development, validation,
and monitoring of treatment planning. The main items where these techniques
are more effective with respect to the traditional analytical methods can be
summarized as follows:

• MC methods take into account the real composition of human body, with
a clear advantage over the water-equivalent approach [10–13];

• MC methods naturally include mixed field description and three-dimen-
sional spread of the particle fluence;

• in-beam monitoring of the irradiation plan through positron emission
tomography can be accurately performed using MC simulations fully
taking into account the complexity of mixed radiation field [14].

The required features of a MC code to be used for verification/improvement of
analytical TPSs (inverse planning techniques are out of the scope of this work)
are: (i) precise and reliable physical models for transport and interaction of
all components of the expected radiation field, namely ions, hadrons, and the
electromagnetic particles; (ii) the capability to import the irradiation geometry
from CT scans and to carefully reproduce density and composition of the
irradiated areas; (iii) the coupling to a radiobiological model for the evaluation
of cell damage.

This work represents a contribution towards the aim of making available
a MC validation tool for heavy ion treatment planning by the widely used
transport and interaction code FLUKA [15, 16]. In fact, after a brief intro-
duction to hadron therapy in Chapter 1, Chapter 2 presents the new BME
event generator together with its first experimental validation. Through this
model nucleus-nucleus reactions at energies ranging from the Coulomb barrier
up to 100 MeV/n can now be described extending the FLUKA energy range of
heavy ion interactions. Furthermore, the RQMD event generator [17] covering
the intermediate energy interval (from 100 MeV/n up to 5 GeV/n), has been
benchmarked against the mixed field measured at GSI for a 400 MeV/n carbon
beam on water phantoms [18,19] (Chapter 3). In addition, on the basis of the
results discussed in [12, 13] it is now possible to import CT images in TRiP
format, convert them into the FLUKA geometry, and perform CT-based cal-
culations of the absorbed dose (comparisons with the reference software TRiP
can be found in Chapter 4). Finally, the radiobiological model LEM (Local
Effect Model) developed at GSI by M. Scholz et al. [2–4,8] has been interfaced
with the FLUKA code in order to perform biological effective dose calculations

2
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(benchmark of the ‘FLUKA-LEM’ interface is given in Chapter 5). This latter
has been carried out in common with M. Scholz, M. Krämer (GSI) and A.
Ottolenghi (University of Pavia).
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Chapter 1
A brief introduction to hadron
therapy

After heart diseases, cancer is the second most frequent cause of disease in
developed countries; every year, more than 1 million people in the European
Union are diagnosed having cancer, 58% of them at the stage of a localised
primary tumor. Surgery is the most efficient way to remove malignant tis-
sue. However radiation alone and in combination with surgery improves the
recovery rate to about 40%. For a generalized disease, where the cancer has
spread over a larger part of the body, a final cure is much less likely. Current
local or local-regional tumor treatments still fail for 18% of all patients. Since
surgery is commonly considered to have reached the limits of its potential for
cancer curing, there is a strong clinical demand for improving radiotherapy
techniques [20–22].

In principle, any tissue can be destroyed by the radiation if only the applied
dose is high enough. In practice, radiation therapy is limited by the radiation
tolerance of the normal tissue surrounding the tumor. Consequently, the con-
formal delivery of the prescribed dose to the target volume, sparing as much as
possible the surrounding healthy tissue and critical organs, is the key to have
more chances of success in the treatment [23].

In conventional radiotherapy, dose delivery is limited by the physical pa-
rameters of the depth dose distribution and the scattering of the beam when
penetrating a thick layer like the human body. Traditional sources like X-ray
tubes (energy ≤ 200 keV) or radioactive isotopes e.g. 60Co (average photon
energy of 1.25 MeV) have been replaced by modern high-energy (4-20 MeV)
linear accelerators increasing the conformity of the dose applied to the tu-
mor. Presently, sophisticated beam delivery methods are developed where a
fine beam of high energy Bremsstrahlung is delivered in an intensity-controlled
way and is restricted to the target volume by a multileaf collimator. Using the
intensity modulated radiotherapy (IMRT) technique a very conformal dose
can be applied even to tumors of complex shape. However, the IMRT with
photons distributes an unwanted dose over a larger area of normal tissue. In

5



1. A brief introduction to hadron therapy

Figure 1.1: Dose depth profiles of photons from different radiation sources and
carbon ions in water [24]. Variation of the ion energy allows the sharp dose
maximum to be precisely located within the tumor.

addition the low biological effectiveness of these radiation types is inadequate
for treatment of radioresistant tumors.

Charged hadrons like protons or heavier ones like carbon ions represent
the necessary improvement for the external radiotherapy [24]. Charged hadron
beams show an inverse dose profile compared to photons: the dose increasing
with penetration depth up to a maximum value (Bragg peak) at the end of
the range (Figure 1.1). In addition, ions heavier than protons offer a further
reduced lateral scattering and an increased biological effectiveness especially
in the region of the sharp dose maximum (Section 1.2).

At the beginning, most of the hadron therapy units were based on nuclear
physics accelerators, like the pioneering and no more active one at Lawrence
Berkeley Laboratory (LBL), USA, where proton and heavier ion treatment
was started in 1954 (p), 1957 (He) and 1975 (Ar, Si, Ne) [25–27], as well as
the Harvard Cyclotron Laboratory (HCL), USA, which has the longest and
most extensive experience in proton therapy since 1961 [1]. The first dedicated
hospital-based facilities have been the Loma Linda University Medical Center
(LLUMC), USA, operating proton therapy since 1990 [28], and the Heavy
Ion Medical Accelerator in Chiba (HIMAC), Japan, which started heavy-ion
treatment in 1994 after the shutdown of the LBL accelerator in 1993 [29] and
replaced the LBL neon ions by the carbon ions, which seem to offer an optimal
compromise between physical selectivity and enhanced biological effectiveness
[30]. Since then new proposals and facilities have been fast growing worldwide
[1] mostly addressed to proton therapy due to the higher complexity and costs
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1.1. The physical basis of ion beam therapy

of heavy ion therapy.
Predominantly, the size of the treatment field is modulated in longitudinal

and lateral direction by means of collimators, compensators and range modula-
tors. Using these passive systems, the target volume can be shaped according
to the tumor volume in such a way that the tumor is completely covered by
the high dose area. But a perfect congruence between irradiated volume and
tumor cannot be reached with passive beam shaping systems and frequently
a large fraction of normal tissue is contained in the high-dose region causing
later-on side effects. In addition, in case of heavy ion beams, the presence of
absorbers etc. on the beam line triggers the production of unwanted secondary
products (in particular nuclear fragments) that may change significantly the
mixed field and consequently the absorbed and the biological dose. In order
to improve the situation a novel irradiation technique by active beam shaping,
via magnetic deflection, has been introduced for protons at the Paul Scher-
rer Institute (PSI), Switzerland [31], by means of the spot scanning technique
and for carbon ions at the Gesellschaft für Schwerionenforschung (GSI), Ger-
many, with the raster scan device [32]. The three most advanced innovations
introduced at GSI are: (i) three-dimensional (3D) conformal beam delivery
based on 2D intensity controlled raster scanning in combination with active
energy variation from the accelerator [32] (Chapter 4), (ii) radiobiological in-
verse treatment planning [8] and (iii) in-situ therapy monitoring by means of
positron emission tomography (PET) [33].

Starting from the GSI experience, new centers are under construction (HIT
in Heidelberg, Germany, and CNAO, in Pavia, Italy) and other centers such
as, for example, Med-Austron, Austria, ETOILE, France, and Geisse-Marburg,
Germany, are planned. This increased interest on hadron therapy, especially
in heavy ion therapy, has to be followed by an improvement of the technical
devices and treatment planning systems (TPSs) in order to better conform
the dose to the tumor minimizing as much as possible the dose delivered to
healthy tissue. The presented work addresses the problem of using Monte Carlo
(MC) methods by means of the FLUKA code [15, 16] in treatment planning
starting from nucleus-nucleus reactions modelling at low energies to CT-based
dose calculations and biological effective dose calculations.

1.1 The physical basis of ion beam therapy

As already pointed out in the original proposal of R. R. Wilson [34], the main
argument for particle therapy is the superior physical selectivity due to the rel-
atively low energy deposition, i.e. dose, in the entrance channel (plateau) and a
steep increase and fall-off towards the end of the ion path. The resulting sharp
and narrow - few millimetres wide - maximum, well known as Bragg peak in
memorial of W. H. Bragg [35], can be accurately adjusted in depth by proper
selection of the ion energy. This allows to concentrate a higher dose in a deep-
seated tumor and keep at the same time the radiation burden to the healthy

7



1. A brief introduction to hadron therapy

tissue in front of and beyond the tumor lower than it would be possible in
conventional radiotherapy with photons and electrons. In Figure 1.1 the depth
dose profile of electromagnetic radiation is compared to that of carbon ions. For
low energy X-rays the stochastic absorption by photo and Compton processes
yields an exponential decay of absorbed dose with penetration. For greater
photon energies the produced Compton electrons are strongly forwardly scat-
tered and transport some of the transferred energy from the surface to greater
depth increasing the dose in the first few centimetres. For high-energy electron
Bremsstrahlung, which is mostly used in conventional therapy, the maximum
is shifted in a few centimetres from the surface of the patient’s body sparing
the very radio-sensitive skin. In addition, the exponential decay becomes less
steep improving the ratio of entrance dose to the target dose for the treatment
of deep-seated tumors. Moreover, the target dose can additionally be increased
relative to the nearby healthy tissue by using multifield techniques where the
photon beam is brought in from different directions.

Besides the favourable depth properties, the dose delivered by ions is well
confined in space also in the lateral dimension due to the low angular scattering
which decreases with increasing ion charge and mass numbers [36]. However,
in most practical clinical cases, it is necessary to irradiate extended tumor
volumes widening the very well localized dose distribution of mono-energetic
pencil-like (i.e. of small cross section and low divergence) ion beams in both lon-
gitudinal and lateral direction. The longitudinal modification is accomplished
by a proper superimposition of several Bragg peaks of different depth, i.e.,
ion energy (Figure 1.2) obtained either via passive energy degraders or active
energy variation from the accelerator. A lateral spread of the dose distribu-
tion is achieved either by broadening the transverse beam profile by means of
scattering systems or by exploiting lateral magnetic deflection of well-focused

Figure 1.2: A pictorial view of one-dimensional spread-out Bragg peak (blue
line) which is the sum of pencil beams of different energies and intensities (red
lines).
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1.1. The physical basis of ion beam therapy

pencil-like beams [26]. From Figure 1.2 it is evident that the overlap of several
Bragg peaks leads to a reduction of the peak to plateau dose ratio with respect
to the single mono-energetic case. However, the resulting dose depth distribu-
tion well known as spread-out Bragg peak (SOBP) is still by far better than
that of conventional radiation. Moreover, the entrance dose can be reduced
further without changing the tumor dose by exploiting multifield irradiation
techniques (i.e. delivering several portals from different directions). Figure 1.2
shows an example of SOBP in carbon therapy: the dose profiles have to be ad-
justed to the biological efficiency dependence on penetration depth. Due to the
increasing of the biological efficiency at the distal edge of a SOBP, the physical
dose has to be lowered at the distal edge, in order to make the biological SOBP
flat.

In the energy interval of clinical relevance ranging from the initial kinetic
energy of about 70-500 MeV per nucleon down to rest, ions transfer most
of their energy to the traversed medium in Coulomb inelastic collisions with
atomic electrons. The average energy loss per unit path length is known as
electronic stopping power and is typically described above about 1 MeV/n by
the Bethe-Bloch formula [37,38]:

−dE

dx
= 2πr2

emec
2Ne−

Z2

β2

[
ln

(
2mec

2Wmaxβ
2

I2(1− β2)

)
− 2β2 − 2

C

Zt

− δ

]
(1.1)

where Z and β are the particle charge and velocity (scaled to the speed of
light c), respectively, re and me are the electron classical radius and rest mass,
respectively, Wmax is the largest possible energy loss in a single collision with
a free electron, well approximated in the non-relativistic limit by 2mec

2β2,
Ne− and I are the electron density and ionization potential of the medium of
atomic number Zt, whereas C and δ are the energy and absorber dependent
shell and density corrections, respectively. Eq. 1.1 can be extended to lower
energies provided that the particle charge Z is replaced by an effective charge
Zeff keeping into account the mean charge redistribution due to dynamic loss
and capture of electrons from the target for ion velocities comparable to the
electron orbital velocity (' 0.008 c). The functional dependence of Zeff on the
particle speed can be well approximated by the Barkas formula [39,40]:

Zeff = Z

(
1− e−aβZ−

2
3

)
(1.2)

with a ' 125 in the original proposal of [39].
The functional relation between the electronic stopping power and the par-

ticle energy is shown in Figure 1.3 for different ions of therapeutic interest.
From the dominant (at not relativistic energies) 1/β2 ' 1/E energy dependence
in equation 1.1 it follows that the energy loss rate increases as the kinetic energy
of the particle diminishes along the penetration depth, with a much steeper
rise at low residual energy values corresponding to the last few millimetres
of the particle path. At the end of the track, however, the stopping power of
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1. A brief introduction to hadron therapy

Figure 1.3: Electronic stopping power of different ions of therapeutic interest
calculated in water as a function of the energy on the basis of the ATIMA
code [41,42].

heavy ions drops due to the rapid reduction of the ion effective charge Zeff

at very low energy values according to equation 1.2. Hence, the distribution
of the ionization density induced by a heavy charged particle along its path
shows a rather constant plateau followed by a sharp maximum towards the
end, corresponding to the already discussed Bragg curve. The stopping power
describes the loss of energy by the incident particle, whereas the absorbed dose
refers to the spatial pattern of energy deposited to a medium either directly by
the primary ions or by secondary particles (mostly electrons). In most practical
conditions secondary electron equilibrium prevails, that means the energy car-
ried in and out of a volume of interest by secondary electrons is on average the
same. Under this assumption the macroscopic dose D delivered by a fluence
Φ of mono-energetic heavy charged particles to a medium of density ρ can be
directly linked to the average loss dE/dx of the ion:

D =
Φ

ρ

dE

dx
. (1.3)

The description of the heavy charged particle penetration in a medium as
a continuously slowing down process at an energy loss rate mainly given by
the electronic stopping power, allows to calculate a well defined mean range R
for a given initial energy E0:

R =

∫ 0

E0

(
dE

dx

)−1

dE . (1.4)

This integral provides a very close approximation to the length of the finite
average path travelled by an ion in a material. In reality, however, statistical
fluctuations of the energy loss around its average value occur [43,44] and cause
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Figure 1.4: Dose depth profile in water calculated by means of the FLUKA
code [15,16] for the same number of primary carbon ions at increasing energies.
The energy spread ∆E/E of the beams is 0.04%.

a small spread of range values around the mean. This phenomenon is known
as range straggling and is responsible for the larger width of the Bragg peak
measured for an ion beam with respect to the calculation based on the average
energy loss of a single particle. The range straggling increases with the pene-
tration depth in a given material, resulting in Bragg peaks of larger width for
higher initial energies of the same ion type (Figure 1.4). Whereas the beam
attenuation due to nuclear reactions lowers the height of the Bragg peak as ini-
tial energy of the beam increases. For different ion species the range straggling
approximately varies as the inverse of the square-root of the mass [36]. There-
fore, at the same penetration depth heavier ions exhibit a narrower Bragg peak
with a steeper distal fall-off and a fragmentation tail beyond the maximum due
to nuclear reactions, as it will be described later. In tissue range straggling
amounts to about 1% of the mean range for protons and only to 0.3% for carbon
ions [36]. Hence, for the latter ones its impact in practical therapeutic applica-
tions is smaller or comparable with the unavoidable momentum dispersion of
the beam from the accelerator and delivery system. For the clinical application,
the lateral scattering of the beam is more important than the longitudinal one.
Generally, because of the possible range uncertainties, the treatment planning
will avoid a beam just stopping in front of a critical structure. Therefore, tu-
mor volumes close to critical structures can only be irradiated with the beam
passing by. How close the beam can get is consequently determined by the
lateral scattering, that so is what matters for clinical application. In addi-
tion to inelastic collisions with the atomic electrons, heavy charged particles
passing through a medium experience also repeated elastic Coulomb collisions
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1. A brief introduction to hadron therapy

Figure 1.5: Calculated lateral deflection in water of several ion beams of ther-
apeutic relevance [42,48].

with the atomic nuclei, although with a somewhat lower probability [45]. After
several scattering events a lateral spread and divergence is produced in an ion
beam. The net angular distribution of the outcoming particles after a thick
absorber with respect to the incident direction can be interpreted as the re-
sult from several highly probable deflections by small angles as well as rare
large-angle single scattering events. The most comprehensive theory of mul-
tiple Coulomb scattering within the small-angle approximation is due to G.
Molière [46]. However, the central part of the distribution containing very
small angular values can be well approximated by a Gaussian shape originat-
ing from the statistical repetition of multiple scattering events at small angle
(<10◦) deflections. A good estimate of the standard deviation σθ [rad] is given
by the empirical formula [47]:

σθ =
14.1MeV

βpc
Z

√
x

Lrad

(
1 +

1

9
log10

x

Lrad

)
(1.5)

where p is the momentum of the particle and Lrad and x are the radiation
length and mass thickness of the traversed medium, respectively. It follows
that multiple Coulomb scattering increases as the particle energy decreases.
Furthermore, at energies corresponding to similar penetration depths the lat-
eral deflection is more pronounced for lighter ions. A comparison is given in
Figure 1.5 for different hadrons of therapeutic interest. Beams of ions heavier
than protons show a well confined lateral broadening (≤ 1 - 2 mm) at typical
penetration depths of relevance for therapy. However, even protons exhibit
much less deflection than electrons because of their considerably higher mass.
This produces a much sharper fall-off of the lateral dose distribution which can
be very useful for delicate irradiation fields adjacent to critical structures.

Unlike conventional radiation species, heavy charged particles can interact
with matter also via strong nuclear force. Nuclear processes in heavy ion col-
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1.1. The physical basis of ion beam therapy

lisions differ as a function of energy: production mechanisms go from transfer
reactions, observed at low energies, to pure fragmentation processes observed
at the highest energies, around 1 GeV/n. At low energies (< 20 MeV/n) a
lot of data about fragmentation have been collected [49] and different reaction
mechanisms contribute to the interaction. At this energy regime, reactions are
not considered as true fragmentations and they cannot be described as a simple
two-step process. Because of the low relative velocity between projectile and
target the interaction time is long and the Fermi momentum of each nucleon of
projectile and target is higher than the nucleus momentum. All these factors
could determinate a lot of different processes, that also depend on the impact
parameter of the collision, varying from Coulomb scattering to deep-inelastic
processes and fusion, complete and incomplete. Reactions at higher energies
(> 200 MeV/n) are considered of pure fragmentation and can be described as
a two-step process in which each step occurs in clearly separated time inter-
val. The abrasion interaction is the initial fast process (times order 10−23 s)
in which the spectator nucleons of both, projectile and target, are assumed to
undergo little changes in momentum. This step can lead to highly excited pre-
fragments, which are usually very different from the final observed fragments.
Before being detected, the pre-fragment, which continues in the original beam
direction with practically unaltered beam velocity, looses its excitation energy
through the emission of particles, like neutrons, protons and small clusters and
gamma rays and re-arranges itself corresponding to the remaining number of
protons and neutrons. This second step, that is de-excitation, is slower than
the first step with typical times of the order of 10−16 – 10−18 s, depending
on the excitation energy of the pre-fragments. Evidently, transitions between
dominant processes occur gradually as a function of the beam energy: their
boundaries are not sharp defined. The intermediate energy regime (from 20
MeV/n up to 200 MeV/n ) has proved to be very interesting and challenging,
both from the experimental and theoretical point of view. In this work it will
be presented the new BME event generator (Chapter 2) able to describe, at
the moment, light ion reactions at low-intermediate energies (<100 MeV/n);
at higher energy of therapeutic interest it will be briefly outlined the modified
version of the rQMD-2.4 event generator [17] (Chapter 3) interfaced with the
FLUKA code [15,16].

As a consequence of nuclear reactions, the fluence distribution of the pri-
mary particles is exponentially attenuated in depth x according to the expres-
sion:

Φ(x) = Φ0e
−NσRx (1.6)

where Φ0 is the initial fluence, σR is the total reaction cross section and N
is the atomic density of the medium. From equations 1.3 and 1.6 follow that
the dose delivered by the primary ions is reduced with increasing depth due to
nuclear reactions. Whereas nuclear recoils give typically negligible contribu-
tions to the dose delivery [50,51], secondary nucleons, particles and fragments
produced in nuclear reactions can considerably affect the spatial pattern of
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1. A brief introduction to hadron therapy

energy deposition and must be carefully taken into account.
In therapeutic applications peripheral collisions in which fragments are

stripped of only few nucleons are the most frequent reactions especially in the
first few centimetres of depth. For proton beams only target fragmentation is
possible. For heavier ions projectile fragmentation is the most important pro-
cess leading to the build-up of secondary particles along the penetration depth.
Because of the reaction kinematics, projectile fragments travel nearly in for-
ward direction at almost the same velocity as the incident particle [52] and
may therefore cause further fragmentation reactions, while the target nuclei
remain approximately at rest at the interaction point. The secondary lower-
charge fragments having a longer range than the primary beam give rise to
an undesirable dose deposition beyond the Bragg peak (Figure 1.4). Further-
more, the angular emission of the fragments can contribute to an additional
lateral spread of the beam particularly evident at the distal side of the Bragg
peak, where the primary projectiles are stopped and the dose deposition is
due to nuclear fragments only [24]. Hence, in the case of heavy ions, nuclear
fragmentation reactions are responsible for the deterioration of the physical
selectivity in the longitudinal and transversal dimension especially around the
Bragg peak region. The amount of fragments produced generally increases with
increasing mass and charge of the primary particle and is therefore one reason
for discouraging the application of ions heavier than neon to therapy.

For heavy ions all the possible drawbacks originating from beam fragmenta-
tion are more than compensated by the possibility of in-situ beam monitoring
using positron emission tomography (PET). Fragments stripped of few neu-
trons and traveling at almost the same velocity as the parent projectiles may be
β+-radioactive isotopes of the primary stable beam. They stop few millimetres
before the primary beam according to the range dependence:

R =
A

Z2
f(β) (1.7)

where f(β) is a function of the ion velocity following from equations 1.1 and
1.4. In the case of carbon ion therapy, 11C and 10C are the most abundant
β+-emitting projectile fragments with useful half-lives (1222.8 and 19.3 s, re-
spectively) for PET imaging simultaneously to the tumor irradiation or shortly
after the end of the treatment (11C only). Since the stopping process is faster
than the radioactive decay, even in online monitoring, these projectile frag-
ments give rise to a clear and pronounced β+-activity maximum shortly before
the Bragg peak (Figure 1.6) [53]. The depth profile of β+-activity shows a
prominent maximum formed by 11C and 10C fragments of the 12C projectiles,
which is superimposed onto a plateau mainly formed by 15O, 11C, 10C and
13N target fragments as shown by analyzing the time dependence of the β+-
activity decay after finishing the irradiation [54]. Due to the half-life of 121.8 s
the spatial distribution of 15O can be detected online only. Since the activated
target nuclei stay almost at the place of interaction, their spatial distribution
contains further useful information on the lateral localization of the beam and
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1.2. The biological basis of ion beam therapy

Figure 1.6: Measured β+-activity (solid curve) in comparison with the cal-
culated dose distribution (dotted curve) for a 212 MeV/n carbon ion beam
stopped in a PMMA phantom [53].

of the dose delivery. However, according to the nuclear composition of the
tissue and the partial reaction cross sections [55], only a small fraction of the
stable beam and of the tissue is activated. This results in a relatively low β+-
activity count rate which demands special requirements in the sensitivity of
the PET detector and a reduction of background sources [42]. This technique
has a positive clinical impact as already demonstrated both in proton and in
carbon ion therapy [33,42].

1.2 The biological basis of ion beam therapy

One of the major rationales for the application of heavy charged particle beams
in tumor therapy is their increased biological effectiveness in the tumor volume
in comparison to the lower effectiveness in the surrounding healthy tissue. Us-
ing the appropriate ion species, the increased effectiveness is most pronounced
at the end of the particle range and can thus be essentially restricted to the
target volume, whereas the effectiveness is only slightly increased in the sur-
rounding normal tissue. This leads to a further significant increase of the ther-
apeutic gain - defined by the ratio of biologically effective doses in the tumor
and normal tissue - compared to proton radiation.

The motivation for the use of high LET particles (heavy ions) from the
biological point of view is the fact that they are more effective in cell killing
than low LET radiation. This is a consequence of their track structures, their
energy deposition is restricted to small subvolumes along the particle trajec-
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1. A brief introduction to hadron therapy

tory. On the other hand, sparsely ionization radiation like X-rays deposits
energy randomly through the cell and produces damage in a stochastic man-
ner. At the microscopic scale of DNA as the sensitive target inside the cell,
the elevated ionization density of heavy ions correlates with an elevated den-
sity of DNA lesions. Single and isolated lesions like single strand breaks can
be repaired easily by the cell. Clusters of double strand breaks (DSB) are
frequently connected with information loss at DNA level [24] and mostly ir-
reparable. The hypothesis according to which DSB clusters play a fundamental
role in the induction of relevant endpoints such as chromosome aberrations and
cell killing has been validated by means of models and MC simulations e.g. by
the Pavia group [56–58]. For low doses much of the produced damage can be
repaired. While increasing dose the damages become more complex and thus
more difficult to repair. This leads to a nonlinear function for the biological
response, that can be approximated by a linear-quadratic expression.

For charged particles the energy loss is partially transferred to the liber-
ated electrons which form a track around the particle trajectory. Most of the
electrons are ejected with low energy, leading to high ionization densities in
the track center close to the trajectory. Due to this high ionization density
within the track, the damages in a high LET track are produced close together
resulting in a high amount of clustered lesions that are mostly irreparable. As
a consequence, a higher effectiveness is observed for high LET radiation.

This increased effectiveness is usually expressed in terms of the relative
biological effectiveness (RBE), which is defined as the ratio of the photon dose
(typically 250 KV X-rays) and the dose of the particle radiation leading to the
same biological effect:

RBE =
DPhoton

DIon

∣∣∣∣
Isoeffect

. (1.8)

The principle of the RBE definition is shown in Figure 1.7. The RBE depends
strongly on dose or survival level due to the different shapes of the dose-
response curves: shouldered for X-rays and pure exponential for a 11 MeV/u
carbon beam for CHO-K1 cells. It is low for high doses and increases for lower
doses up to a maximum, RBEα, which can be determined as the ratio of the
α-terms representing the initial slopes of the dose effect curves. Also using
neutron beams in tumor therapy high RBE values could be reached, however,
due to their unfavourable depth dose distribution, this increase of RBE is ob-
served throughout the whole penetration depth of the beam leading not only
to an improved tumor control, but simultaneously to significantly enhanced
normal tissue complications. In contrast to neutrons, the efficiency of heavy
ion beams changes along their path, showing a maximum in the Bragg peak
region. This can be explained by the energy dependent track structure char-
acteristics. The diameter of the ion track depends on the range of the ejected
electrons and thus on the energy of the ions (Figure 1.8) [5]. For high ener-
gies the track is wide and the LET is comparably low. Thus, the distribution
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Figure 1.7: Principle of the RBE definition with X-ray curve and 11 MeV/u
carbon curve for CHO-K1 cells as example [5].

of ionization events and therefore of the biological damages resemble those
of sparsely ionizing radiation, making the repair possible and resulting in the
shouldered curves similar to photons. On the other hand, decreasing the en-

Figure 1.8: Local dose distributions of X-rays and carbon ions at different
specific energies. The average dose is 2 Gy in each case. The size of the area is
10 x 10 µm2 and corresponds to the typical size of mammalian cell nuclei [5].
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Figure 1.9: RBEα values for CHO-K1 Chinese hamster ovary cells and their
repair deficient mutant xrs-5 for different LET values (left) and plotted as
function of residual range in water (right) [5, 59].

ergy the diameter of the track diminishes and LET increases. The resulting
higher ionization density leads to more irreparable damages increasing the
RBE. Figure 1.9 - left panel - shows the RBE-LET dependence for CHO-K1
cells after carbon irradiation. Plotting RBE as a function of residual range
rather than LET (Figure 1.9 - right panel) is clear that the increase of RBE is
restricted to the end of the particle range. Thus the high RBE can be confined
to the deep seated tumor without dramatic damage to the normal tissue. The
dependence of RBE on LET is different for different ions, showing a separate
maximum for each atomic number shifting from 25 keV/µm for protons [60,61]
to higher LET values for heavier ions [62, 63]. For a given LET the RBE is

Figure 1.10: Survival curves for CHO-K1 cells after irradiation with ions of
different atomic number and LET values of approximately 100 keV/µm [5].
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Figure 1.11: OER for neon, carbon and helium. OER and energy data from
[65], residual range calculated with ATIMA [41].

higher for the lighter ions (Figure 1.10), as they reach the same LET at lower
energies compared to the heavier ones, the diameter of the track is smaller
and therefore the ionization density is higher leading to a higher RBE. The
impact of the enhanced RBE on tumor killing is highest when the RBE max-
imum overlaps sufficiently with the Bragg maximum, thus synergistic effects
of high dose and high RBE can be obtained. For lighter ions, especially for
protons there is only a very sharp RBE maximum at the distal part of the
Bragg peak [64], so that RBE is significantly lower in the case of spread-out
Bragg peaks, e.g., in the irradiation of extended volumes. For protons a RBE
value of 1.1 is used for clinical applications. For ions heavier than oxygen the
RBE maximum is shifted with increasing atomic number from the proximal
part of the Bragg peak to the plateau, bringing the risk of high-LET effects
to the normal tissue, whereas the RBE in the Bragg peak decreases due to
saturation effects. For cells with functioning repair system one could found
high RBE values [59]. In contrast, for repair deficient cells RBE stays close
to one (Figure 1.9). In general for a given particle at a given energy the RBE
can be regarded in a first approximation as a function of the α/β-coefficient
of the photon dose effect curve, which can be used as a measure of the repair
capacity of the cell system [66].

Another important aspect that has to be taken into account is the oxy-
gen effect. Low LET irradiation in presence of oxygen causes higher biological
damage than in absence of oxygen. The ratio of the doses leading to the same
effect in oxic and in hypoxic cells or tissue is called Oxygen Enhancement Ra-
tio (OER). The effect is mainly caused by radiation induced free radicals. The
differences in sensitivity between the oxic and hypoxic cells gradually decrease
with increasing LET. Corresponding to the decrease of OER, an increase of
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RBE is observed for the generally radioresistant poorly oxigenated tissue [65].
For accelerated ions in the entrance OER is similar to photons, whereas in the
Bragg peak region it is drastically reduced for heavy stopping particles. Figure
1.11 shows OER values for helium, carbon and neon ions as reported in [65]
clearly indicating the drop of OER in the Bragg peak region for the heavier
particles. That means that the existence of hypoxic tumor cells will be sig-
nificantly less relevant with respect to tumor control in the case of charged
particle beams as compared to proton or conventional photon beams.

The systematics of the increased RBE has to be considered when using
charged particle beams for therapy. It becomes obvious from the different de-
pendencies of RBE, that it cannot be represented by a single number, which
can be used to convert physical dose to biologically efficient or photon equiv-
alent dose. In principal, two strategies can be followed [5]: an experimental
approach and a modelling approach.

For the experimental approach, the systematics of RBE has to be mea-
sured as precise as possible for a large number of different irradiation condi-
tions. However, it will be impossible to represent all clinically relevant con-
ditions with respect to beam energies, size of the target volume, dose levels
etc. Thus, interpolation or extrapolation of the data is required. Moreover,
since the systematics can be measured only with sufficient precision for in
vitro systems, procedures have to be defined how to derive RBE values for
more complex tissue systems in vivo from the measured in vitro data.

The second strategy is based on biophysical modelling. The goal is to de-
velop a model which should be able to predict the response to charged particle
radiation from the known response of the biological object to photon radia-
tion. This will ultimately also allow to link the treatment planning for charged
particle beams to the clinical experience with photon radiation.

The two facilities worldwide treating cancer patients with carbon ion beams
are using different strategies. At HIMAC/Chiba, Japan, an experimentally ori-
ented approach is used. This approach also includes a link to the clinical expe-
rience with neutrons, which show similar radiobiological characteristics as car-
bon beams at the end of their penetration depth [67,68]. At GSI/Darmstadt,
Germany, the Local Effect Model [2–4] is used, which will be described in more
detail in Chapter 5.
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Chapter 2
Low energy light ion interaction

2.1 Introduction

An increasing demand for a comprehensive knowledge of the processes involved
in the interaction of two light ions is emanating not only from basic research
but also from applications in fields such as hadron therapy or radiation protec-
tion studies in space missions. Especially important seems to be the study of
the reactions induced by 12C on nuclei of the biological tissue. In a recent ex-
periment performed at iThemba LABS by our group [69,70], the interaction of
12C with 27Al was studied at an incident energy of 13 MeV/n. This study sug-
gests that the same mechanisms (complete fusion and break-up-fusion [71–76])
which were found to dominate in the interactions of light nuclei (12C and 16O)
with heavier targets, could still account for most of the reactions observed in
the interactions of two light nuclei at energies of few tens of MeV/n. Apart
from being an important energy range where there seems to be a transition
from mean field processes to an increasing influence of nucleonic degrees of
freedom, this energy range corresponds to the Bragg peak region (BPR) of
higher energy ions interacting with thick materials. In the above-mentioned
experiment, intermediate mass fragments (IMFs) with mass larger than the
heavier of the two interacting ions were also detected. All these IMFs were
produced with quite large cross sections. The analysis of their double differ-
ential cross sections showed that these IMFs were produced, in most cases, as
evaporation residues in complete fusion (CF) and break-up-fusion (BF) reac-
tions. The extension of this study to even lighter systems, such as 12C + 12C,
at different incident energies up to the maximum energy available at iThemba
LABS (about 35 MeV/n), was considered to allow to further test the adopted
theoretical description. Furthermore, it is also of the utmost importance for
hadron therapy since it aims to obtain information for estimating the produc-
tion of positron emitters at energies very close to the BPR and, in addition,
to measure the amount of fragments with mass greater than those of the in-
teracting ions. These are mostly produced with relatively low energies (high
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LET) increasing the relative biological effectiveness (RBE) of the beam in the
BPR, as it will be discussed in Chapter 5.

The production of positron emitters is viewed to be extremely important.
Through PET techniques these isotopes can be used for visualizing the beam
during irradiation and consequently allowing a better conformation of the ir-
radiated tumor volume [42,53]. Positron emitter production was measured off
beam, e.g., in the 12C irradiation of a thick PMMA (C5H8O2) phantom and
mainly revealed the production of 11C (T1/2 = 20.39 min) [54]. The produc-
tion of 11C in the 12C + 12C reaction was assumed to occur in simple reactions
such as 12C(p,pn)11C [77, 78]. This conjecture is presumably correct at rela-
tively high energy, but at lower energies, such as those corresponding to the
BPR, 11C could also be produced as an evaporation residue in complete fu-
sion and break-up-fusion reactions together with other positron emitters with
either smaller or larger mass than the two interacting ions. This possibility
should therefore be carefully investigated as a function of the incident energy
in order to accurately relate the positron emitter yield distribution to the dose
delivered by the beam in the BPR.

The evaporation residues which, as was mentioned before, may even have
larger masses than those of the two interacting ions, have energies considerably
smaller than the beam and thus have a very high and localized RBE. As a
part of a complete study of the reaction mechanisms, a further objective is an
accurate determination of their yields regardless of whether they are positron
emitters or not. In the next section the experimental setup is described and the
observed spectra shown. In Section 2.3 a new nucleus-nucleus event generator
interfaced with the transport and interaction Monte Carlo code FLUKA [15,16]
is outlined and in the Section 2.4 the analysis of the data is discussed.

2.2 Experiment

12C ions with charge state of 4+ produced by an ECR ion source were accel-
erated by the cyclotron facility of iThemba LABS, South Africa to deliver a
beam energy of 200 MeV. The beam was focussed to a spot of less than 3 mm
in diameter on the target mounted at the center of a 1.5 m diameter scattering
chamber. Events caused by beam halo were monitored by comparing count
rates produced by the target and by an empty frame. Beam intensities were
kept at levels such that the electronic dead time never exceeded 5%. A 12C
target of a thickness of 100 µg/cm2 was mounted on an aluminium frame with
a 25 mm diameter aperture. The target frame was mounted onto an aluminium
ladder, which fits into a target driving mechanism at the center of the scat-
tering chamber. Inclusive spectra of IMFs of Z ≥ 5 produced in the 12C +
12C reaction at incident energy of 200 were measured with a silicon detector
telescope as well as a Bragg Curve Detector (BCD), each mounted inside the
scattering chamber on a movable arm. The silicon detector telescope consisted
of a 58 µm thick (∆E) followed by a 1000 µm thick (E) silicon surface barrier
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Figure 2.1: Particle identification spectrum of the silicon detector telescope
obtained at an emission angle of 8◦. The scale of the ∆E detector has been
reduced to illustrate the obtained mass resolution.

detector. A 8 mm thick brass collimator with a 8 mm thick brass insert was
mounted in front of the detector telescope. This insert with an aperture of 8
mm in diameter, defined a solid angle of 1.132±0.002 msr. The full angular
acceptance was 2.2◦. The BCD had a 1.1 µm thick Mylar entrance window
which was coated on the inside with a thin carbon layer of 2.6 µm. The de-
tector volume was filled with isobutane to an absolute pressure of 300 mbar.
The BCD, shielded by a 10 mm thick collimator, was mounted at a distance
of 394 mm from the target. The collimator opening subtended a solid angle
of 5.189±0.001 msr and an angular acceptance of 4.7◦. Other design features
as well as the modus of operation of the BCD are given in [79]. Under these
operating conditions the low energy threshold for particle detection with the
BCD was about 1.0 MeV/n while the detector configuration of the silicon
detector telescope resulted in the following low-energy thresholds. For the de-
tected B-ions it was (38-40 MeV), for the C-ions (46-50 MeV), for the N-ions
(60-62 MeV), for the O-ions (70-76 MeV) and for the F-ions (84-88 MeV), re-
spectively. Particle identification with the BCD was performed in the standard
way by displaying Bragg peak signals against the total kinetic energy signals. A
VME Flash ADC module was used together with standard NIM electronics to
process the preamplifier signals from the anode. Standard ∆E - E techniques
were used to obtain particle identification as well as isotope separation for most
of the fragments detected in the silicon detector telescope. The detectors were
calibrated with a standard 228Th alpha source as well as with the elastically
scattered 12C beams. The double differential cross sections, presented in this
chapter, are believed to be accurate within a systematic error of 10%. Energy
spectra were measured for most of the isotopes of the fragments which were
detected with the silicon detector telescope. The achieved mass resolution is
illustrated by the particle identification spectrum shown in Fig. 2.1 for IMFs
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2. Low energy light ion interaction

emitted at a laboratory angle of 8◦. The features of the energy spectra agree
qualitatively as well as quantitatively with the spectra measured by Czudek
et al at the Forschungszentrum Jülich [80] for the same reaction but a higher
incident energy.
Experimental double differential cross sections for all the ions with 6≤Z≤8

detected at the laboratory angle of 8◦ are shown in Fig. 2.2. The C energy spec-
tra are characterized by mainly two features. While the spectra of the 11,12,13C
ions are almost identical, the production of 10,14C ions has decreased by almost
an order of magnitude, maintaining however a similar outgoing energy depen-
dence. Furthermore these spectra are dominated by a broad continuum which
extends over more than 100 MeV. At the most forward emission angle of 8◦ the
high energy part of the spectra reveal features of discrete states. These features
are extremely sensitive with emission angle as they decrease very rapidly as
the angle increases. In order to estimate the relative contributions from the
continuum region and the discrete states, the double differential cross sections
of the C-isotopes measured at the emission angles of 8◦ and 20◦ were first fit-
ted with Legendre polynomials which were then integrated over the outgoing
energy. The energy regions which were used to define the continuum are given
in Table 2.1. Values of the energy integrated cross sections of the continuum
as well as the region corresponding to the discrete states are also presented in
Table 2.1. These values indicate that the transfer of a few neutrons seems to
play a less significant role even at a very forward emission angle such as 8◦

and that rather more complex mechanisms like break-up-fusion and complete
fusion are required to describe the bulk of the cross section. The scenario also
applies to the observed spectra of N-ions and O-ions. In the case of N the two

Figure 2.2: Laboratory double differential cross sections of different isotopes
of C (left hand panel), N (middle panel) and O (right panel) emitted at 8◦ in
the bombardment of 12C with 200 MeV 12C ions as indicated. The error bars
reflect the statistical uncertainty. The spectra were multiplied by the indicated
factors for clarity of display.
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2.3. Outline of the theory

C-isotope Continuum [mb/sr] Discrete Region [mb/sr] Continuum
8◦ 20◦ 8◦ 20◦ Region [MeV]

12C 331.6 59.3 447.2 7.4 58-172
11C 94.0 4.2 61.7 0.06 58-160
13C 126.9 40.5 32.0 4.2 62-168
14C 9.4 0.4 2.5 0.02 62-152
10C 4.6 0.3 7.5 0.0 54-132

Table 2.1: Energy integrated cross sections in (mb/sr) of the continuum (energy
range given in last column) as well as the discrete regions of the C-isotopes
measured at laboratory angles of 8◦ and 20◦ in the bombardment of 12C with
200 MeV 12C ions.

isotopes 13,14N seem to be produced in a very similar process to the C-isotopes
while 15,16N start to show a deviation from this trend. The energy spectra of
the O-isotopes all roughly follow the same trend. At this emission angle 16O
has the highest yield followed by 15,17O while 14,18O are produced with the
lowest yields.

2.3 Outline of the theory

Many different reaction mechanisms may concur to a light ion interaction:
mean field interactions, break-up of the projectile and the target, inelastic scat-
tering, the formation of non-equilibrated nuclei which reach a state of thermal
equilibrium through a sequence of two-body interactions in the course of which
the emission of fast particles may occur (thermalization) [81]. The equilibrated
nuclei which are eventually formed may evaporate particles and γ rays thus
leaving a residue which, if radioactive, may further emit beta or alpha parti-
cles and γ rays. Consideration of a large set of data suggests in many instances
the dominance of complete fusion and break-up-fusion reactions and in these
cases the theory has essentially to deal with the description of ion break-up
and the de-excitation of the non-equilibrated nuclei which may be created. Ion
break-up is usually described in a Local Plane Wave Born Approximation (LP-
WBA) [82–85], whereas the thermalization of the excited composite nucleus
may be simulated with the Boltzmann Master Equation (BME) theory [86].
Within this theoretical framework a large set of experimental data has been
reproduced including double differential spectra of emitted light particles and
intermediate mass fragments (IMFs) [71–75,86,87] and excitation functions of
the evaporative residues [76]. In this section, the main assumptions of the BME
theory as formulated by our research group, explained in detail elsewhere [86],
are reminded and only its Monte Carlo implementation in the transport and
interaction code FLUKA [15,16] is presented.

The theory describes the thermalization of an excited nucleus by evaluating
the variation with time of the distribution of the momenta of its nucleons as
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2. Low energy light ion interaction

a result of their mutual interactions and their emission into the continuum
either as separate entities or as a part of a cluster (a light particle or an
IMF). To do that the nucleon momentum space is divided into bins of volume
∆V = 2π ·m ·∆ε ·∆pz (where m and ε are the nucleon mass and energy and
pz is the component of the nucleon momentum along the beam axis) and the
time evolution of the occupation probability ni(ε, θ, t) of the states in each bin
is calculated. To this aim a set of coupled differential equations, expressing the
variation of ni(ε, θ, t) in the time interval between t and t + dt as a function of
the occupation probabilities at time t and the decay rates for nucleon-nucleon
scatterings and emissions into the continuum, has to be integrated. Initially,
the momentum distribution of the nucleons of the excited nucleus is given by a
set of ni(ε, θ, t = 0) which depends on the two-ion mean field interaction. The
occupation probabilities at a subsequent time t are evaluated by integrating
the set of BMEs given below for proton states:
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π
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=
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(2.1)

(π and ν indicate the protons and the neutrons, respectively). An analogous
set of equations holds for the neutron states.

gi is the total number of states in bin i; ωij→lm, ωπ
i→i′ and dDπ

i /dt, whose ex-
plicit expressions are discussed in [86], are, respectively, the internal transition
decay rates (the probability per unit time that, in a two-nucleon interaction,
the interacting nucleons initially in bins i and j scatter to bins l and m),
the decay rates for emission of single protons from the i bin, and a depletion
term which accounts for the emission from the i bin of protons which are part
of a cluster. These aggregates may be created, during the cascade of nucleon-
nucleon interactions, by coalescence of nucleons with momenta within a sphere
of radius pc,F in momentum space. If not immediately emitted they dissolve
into their constituents. The multiplicity spectrum for a cluster is given by

d2Mc(E
′
c, θc)

dE ′
cdΩc

=
Rc

2πsinθc

∫
Nc(Ec, θc, t)

σinv,cvc

V
ρc(E

′
c, θc)dt (2.2)

where Ec and E
′
c are, respectively, the cluster’s energy inside and outside the

nucleus and Nc(Ec, θc, t), which represents the probability that the momenta of
(Zc + Nc) nucleons are correlated in such a way to move together as a cluster,
is a function of the occupation probabilities ni(ε, θ, t) of the nucleon bins in
the coalescence sphere. It is given by

Nc(Ec, θc, t) = Πi(n
π
i (ε, θ, t))Pi(Ec,θc)Zc · Πi(n

ν
i (ε, θ, t))

Pi(Ec,θc)Nc (2.3)
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2.3. Outline of the theory

where the index i runs over all the bins to which the momenta of the protons
and the neutrons of the cluster may belong and Pi(Ec, θc) is the fraction of
bin i within the cluster Fermi sphere of radius pc,F . σinv,c is the cross section
for the inverse process (cluster absorption into the residual nucleus), vc is the
relative velocity between the emitted cluster and the residual nucleus, and V
the laboratory volume which cancels with an equal term appearing in the ex-
pression of ρc(E

′
c, θc), i.e., the density of cluster states in the continuum. Rc is

a numerical factor which accounts for the probability that the nucleons con-
stituting the cluster are confined within the cluster volume in the co-ordinate
space and that the cluster, once formed, is emitted before separating again
into its constituents.

The information so obtained is inclusive, i.e., averaged over many different
reaction paths. In other words, the theory provides the mean multiplicities
of emitted particles and does not allow one to analyze exclusive processes or
evaluate other measurable quantities like, for instance, the cross section for
the formation of a particular residue. In order to eliminate such limitations
we assume that the probability of emitting a particle i with energy between ε
and ε + dε at a polar angle between θ and θ + dθ in the time interval (t,t + dt)
is equal to its differential multiplicity evaluated with the BMEs. The probabil-
ity of any possible sequence of events may be evaluated as a joint probability
using these elementary probabilities. This approach, anyway, cannot easily
integrated into a transport code such as FLUKA because the run-time calcu-
lation of the triple differential multiplicity spectra of all the particles which
may be emitted through the pre-equilibrium phase, is too time consuming for
allowing the simulation of the reactions induced in thick materials. Even the
run-time access to pre-computed spectra is out of reach if we have to consider
every possible projectile-target-incident energy combination. Thus, so far, to
provide the FLUKA code with a more realistic treatment of nucleus-nucleus
interactions below 100 MeV/n, it has been adopted the strategy of using the
BME theory to describe the complete fusion of a representative set of ion pairs
at different energies and fitting the predicted ejectile multiplicities and double
differential spectra with analytical expressions containing a small number of
parameters. The values of these parameters are stored in a database which
may be read by the FLUKA code. This way the simulation of the thermaliza-
tion for the systems covered by the database, can be performed in the short
times needed to make feasible the transport code calculations [88]. The further
de-excitation of the excited equilibrated nuclei which are produced is handled
by the FLUKA evaporation/fission/fragmentation module. A strategy to al-
low the extrapolation of the parameter values to systems not processed by the
BMEs, is on the way.

Let us describe with some more detail the new event generator imple-
mented in FLUKA (not yet distributed) and its use to reproduce the double
differential spectra of the IMFs measured at iThemba LABS. For any pair of
interacting ions the reaction cross section (σR) is calculated with an improved
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version [89] of a model proposed by P. J. Karol [90] (see in Fig. 2.3 the com-
parison between the experimental values and the theoretical prediction for the
interaction of two 12C ions) and is subdivided into two different mechanisms:
the complete fusion with probability PCF = σCF /σR and a peripheral col-
lision with probability P = 1−PCF . In case of peripheral collision, the impact
parameter b is randomly chosen using the differential cross-section dσR/db. As
discussed in [89], the model predicts the formation of rather cold projectile-
like and target-like nuclei, and a middle system preferentially excited, the
mass number of which is obtained by integrating the projectile’s and the tar-
get’s Fermi densities over their overlapping region. At high impact parameters,
this reaction mechanism smoothly develops into a sort of inelastic scattering
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2.3. Outline of the theory

(Fig. 2.4).
To calculate the double differential spectra of fragments produced by pe-

ripheral processes, in the 12C+12C interaction at 200 MeV the break-up-fusion
mechanism has been adopted by coupling a specific code with FLUKA. The
binary fragmentation of carbon ions is known from previous studies of the in-
teraction of 12C with heavier targets. It is reasonably well described in the
LPWBA as proposed long ago in [82–85], together with allowing for an energy
loss due to an initial state interaction, as discussed in [71–76]. In fact it has
been observed that inelastically scattered ions may loose a considerable frac-
tion of their energy [91, 92] and this energy loss may most presumably take
place before break-up as well. We assume that the 12C ion’s probability of
surviving a break-up or a mass transfer reaction, exponentially decreases with
increasing its energy loss, like the averaged inelastic scattering cross section
does. According to this picture 12C breaks up into two fragments: the specta-
tor and participant one. While the spectator fragment flies away without any
further substantial interaction, the participant fragment fuses with the other
nucleus. Following the above assumption the spectra of break-up fragments are
evaluated by folding the LPWBA cross section with an exponential survival
probability [71–73]:

P (El) = exp[−C(El − El,min)] (2.4)

where El is the energy lost by the 12C ion before break-up and C and El,min

are two parameters to be obtained by a best fit to the data (in this work we
use the values proposed in [70]). The break-up spectra are then given by

d2σ

dE ′dΩ
(E0, E

′, θ) = σbu

∫ E0

El,min
P (El)S(E0 − El, E

′, θ)dEl

∫ E0

El,min
P (El)dEl

(2.5)

where σbu is the angle and energy integrated break-up cross section and E0

is the initial asymptotic channel energy in the two ion center of mass (CM)
system.

In the LPWBA for the spectrum of a fragment emitted at the angle θ from
the break-up of a nucleus of energy E, the following expression holds:

S(E, E ′, θ) ∝ P ′ P ′′ |ψ̂(P)|2 (2.6)

where E ′ is the fragment’s energy, P ′ and P ′′ are the linear momenta of the
spectator and participant fragments, respectively, at the break-up time in the
two ion CM system, and

ψ̂(P) =
1

(2π~)3/2

∫
ψ(r) exp[− i

~
(P · r)] dr (2.7)

is the Fourier transform of the wave function describing the motion of the
spectator fragment within the breaking-up nucleus. The three momenta P′,
P′′, and P are related as follows.

P′ + P′′ = PP (2.8)

29



2. Low energy light ion interaction

where PP is the 12C momentum at the break-up time in the two ion CM
system. The spectator fragment’s internal momentum in the 12C ion is

P = P′ − (m′/mP )PP (2.9)

being m′ and mP the mass of the spectator fragment and the breaking-up
nucleus, respectively.
The choice of the wave function ψ(r) in Eq. 2.7 is tightly connected to the

relative angular momentum L of the considered fragments. The values of L
are determined assuming the breaking-up nucleus and the two fragments in
their ground states. For a relative angular momentum L = 0, ψ(r) is evaluated
in a square well approximation for the potential acting on the fragment [93].
For L ≥ 1, we adopted for the square of the Fourier transform the expression
proposed in [94]

|ψ̂(P)|2 = P 2Lexp(−P 2/2P 2
L) (2.10)

where the values of PL were obtained by a best fitting of the measured spec-
tra. The values of the parameter σbu for the different modes of fragmentation
considered in the calculation (Table 2.2) are obtained fitting, at the forward
angles, the highest energy data which correspond to the spectator fragment
spectra in the projectile fragmentation. Where the experimental data were
not available we took the values used in our previous studies [70]. It’s worth
remarking that the last fragmentation mode reported in Table 2.2 refers to
12C(12C,4He)20Ne* reaction path while the fourth one refers to the more pe-
ripheral process 12C(12C,8Be)16O*.

The break-up-fusion mechanism for the studied reaction has been simu-
lated thanks to the coupling of the described binary fragmentation model with
FLUKA. In particular, the emission angle and the energy of the spectator frag-
ment are calculated according to the LPWBA while the de-excitation of the ex-
cited composite nucleus formed by the fusion of the participant fragment with
the partner ion is handled by the FLUKA evaporation/fission/fragmentation
module.

Let us focus on the complete fusion reaction path for the system studied in
this chapter (12C+12C) and included in the BME-FLUKA database. Fig. 2.5

Fragmentation σbu[mb] L
12C → 11B + 1H 100 1
12C → 11C + n 100 1
12C → 10B + 2H 30 2
12C → 8Be + 4He 300 0
12C → 6Li + 6Li 50 1
12C → 4He + 8Be 200 0

Table 2.2: Break-up cross sections and relative angular momenta for the dif-
ferent fragmentation modes considered in the calculation.
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2.3. Outline of the theory

Figure 2.5: Theoretical prediction of the average total multiplicity of pre-
equilibrium ejectiles in the complete fusion of two 12C ions as a function of the
incident energy. The triangles give the values predicted by the BMEs, the line
is a parabolic fit.

shows, as a function of the projectile incident energy, the average multiplicity
of all light (Z≤2) ejectiles emitted in the pre-equilibrium phase as predicted
by the BMEs. The emission probability of some of the ejectiles which may
be produced in the pre-equilibrium phase is shown in Fig. 2.6. To extract a
possible value for the emission angle of a given particle, we use its predicted
cumulative angular distribution

∫ θ

0
dM
dθ

dθ (in the CM frame) at the considered
incident energy. This is obtained by an interpolation from those calculated
at a few energies between 10 and 100 MeV/n as shown in Fig. 2.7 in the
case of proton. Eventually, to obtain the energy of the ejectile we sample,
using the standard rejection methods, from analytical functions (Eq. 2.11)
which accurately reproduce its theoretical double differential spectra (in the
CM frame), as shown in Fig. 2.8 for pre-equilibrium protons emitted in the
12C+12C complete fusion at 30 MeV/n bombarding energy.

d2M

dEdΩ
= EP0(θ)exp(−P1(θ)− P2(θ)E) (2.11)

where E is the ejectile energy and P0(θ), P1(θ) and P2(θ) are parameters
depending on the emission angle, particle type, incident energy, and interacting
ions.

We get these parameters by interpolating from the values obtained for
a few incident energies and emission angles. This way the simulation of the
thermalization can be performed in the short times needed to make feasible
the transport code calculations.
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2. Low energy light ion interaction

Figure 2.6: Theoretical prediction of the relative multiplicities of a few pre-
equilibrium particles (top-left neutrons, top-right protons, bottom-left 3He and
bottom right alphas) emitted in the complete fusion of two 12C ions, as a
function of the incident energy. This quantity expresses the probability that
a particle emitted during the thermalization of the complete fusion composite
nucleus be the considered particle. The squares give the values predicted by
the BMEs, the lines represent the adopted fit.
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Figure 2.8: Theoretical prediction of double differential spectra (in the CM
frame) of protons emitted during the thermalization of the non-equilibrated
system formed by the 12C+12C complete fusion at 30 MeV/n. The points with
the error bars give the BME results, the lines represent the adopted fit.

2.4 Comparison of experimental and theoret-

ical spectra

We may divide the observed fragments into two groups:
a) High A fragments (HAFs) with mass A > 12
Among the residues which are observed in this experiment, those with high
mass and charge such as the fluorine (19F and 20F, Figure 2.9) and heaviest
oxygen (18O,17O and 16O, Figures 2.10-2.12) isotopes are mainly produced by
a CF mechanism and the subsequent emission of light particles both in pre-
equilibrium and the evaporation stage leaving them as residues. In fact, being
of mass significantly larger than that of the interacting ions, it is quite un-
likely that they be produced by nucleon coalescence [71–75, 86, 87] in the CF
mechanism (the cross section of which is assumed to be about 250 mb) and
it is also unlikely that they be produced in BF reactions, since, for instance,
the incomplete fusion of a 8Be from one of the interacting carbons with the
other, produces a 20Ne, with an excitation energy such that the subsequent pre-
equilibrium and evaporation emissions will mainly produce lighter residues. To
illustrate this consideration, in Figures 2.11 and 2.12 the contribution of BF
processes (just the fusion of a 8Be fragment with a 12C ion, i.e. the most sig-
nificant one) is shown.

In the case of lighter fragments such as, for instance, 15O,14O,15N and
13N, the scenario is more complex. At the moment their spectra are predicted
through a hybrid calculation: these nuclei are obtained as evaporative residues
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Figure 2.9: Double differential spectra of 19F (left panel) and 20F (right panel)
in the 12C+12C system at ELAB=200 MeV. Experimental data (full circles with
error bars) are compared with the theoretical prediction (black line) given by
the contribution of fragments produced in complete fusion reactions.

simulating the complete fusion with the BME event generator and the incom-
plete fusion with the FLUKA-LPWBA event generator, and finally as IMFs
emitted in the pre-equilibrium phase applying the BMEs alone to the com-
plete fusion composite nucleus. The red lines in Figures 2.13 to 2.20 depict the
theoretical prediction of the CF mechanism given by the sum of two contri-
butions: fragments produced as evaporative residues and IMFs emitted in the
pre-equilirium phase. This latter increases its importance as the mass of
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Figure 2.10: Double differential spectra of 18O. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the contribution of fragments produced in complete fusion reactions.
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Figure 2.11: Double differential spectra of 17O. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions.
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Figure 2.12: Double differential spectra of 16O. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions.
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the fragment decreases. On the contrary, the blue lines in Figures 2.13 to 2.17
represent the theoretical prediction of the BF mechanism: fragments produced
as evaporative residues in the incomplete fusion reactions.

Figures 2.13 to 2.15 show the comparison of the experimental and calculated
spectra of 15O,14O and 15N, respectively. These isotopes are mainly produced
as evaporation residues in the two C ion CF and in the incomplete fusion of
a large number of different fragments of both the projectile and the target
with the other ion. The BF role is found to be particularly significant in the
case of 15O and 15N. The most important BF process for the production of
these isotopes is the incomplete fusion of an alpha particle from one of the
interacting carbons with the other forming the excited composite nucleus 16O.
The subsequent emission of one neutron or one proton produces 15O and 15N
as residues, respectively. The residues produced by incomplete fusion of target
fragments with the projectile contribute mainly to the high energy part of
the spectra while the low energy part is due mainly to projectile fragments
fusing with the target. Fig. 2.16 shows the comparison of the experimental
and calculated spectra of 13N. This isotope is mainly produced as evaporation
residue in CF and BF reactions and by proton pick-up. Fusion mechanisms
account for the quite structureless contribution extending up to about 160
MeV. The high energy peak is due to contribution of proton pick-up, which in
fact we describe as break-up of the target nucleus followed by the absorption
of the participant proton.
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Figure 2.13: Double differential spectra of 15O. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions.
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Figure 2.14: Double differential spectra of 14O. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions.
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Figure 2.15: Double differential spectra of 15N. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions.
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Figure 2.16: Double differential spectra of 13N. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of three contributions: fragments produced in CF (red line), BF
(blue line) reactions and by proton pick-up (green line).

Fig. 2.17 shows the comparison between the measured and calculated spec-
trum of O emitted at 15◦. The low energy experimental data were measured
at iThemba LABS with a Bragg Curve Detector [79] that has a low energy
threshold of about 1.0 MeV/n. However, no isotopic identification was possi-
ble through this detector. This comparison is significant because it shows that
the measured low energy yield is of the expected amount.

E [MeV]
0 20 40 60 80 100 120 140 160 180 200

/d
E

 [
m

b
/s

r/
M

eV
]

Ω
/dσ2 d

-310

-210

-110

1

10
o 15Oxygen

BCD data Si data

Figure 2.17: Double differential spectrum of O. Experimental data measured
with silicon detector telescope and Bragg Curve Detector (full circles with error
bars) are compared with the theoretical prediction (black line) given by the
sum of two contributions: fragments produced in CF (red line) and BF (blue
line) reactions.
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b) Low A fragments (LAFs) with mass A < 12
These fragments are lighter than the 12C ion and are mainly produced by
projectile and target fragmentation as well as nucleon coalescence in com-
plete fusion reactions. The probability that LAFs are produced as evaporation
residues is smaller than that of heavier fragments. Figures 2.18 to 2.20 show
the comparison of the experimental and calculated spectra of 11C and 11,10B. To
the production of these nuclei the following processes mainly contribute: at the
highest energies they are produced as spectator fragments in the projectile frag-
mentation and as IMFs in the pre-equilibrium phase, at lower energies they are
produced as evaporation residues in the two ion CF and the incomplete fusion
of a large number of different fragments of both the projectile and the target
with the other ion and as spectator fragments in the target fragmentation.
In particular, the green lines in Figures 2.18 to 2.20 refer to the production
of these fragments in the following reaction paths: 12C(12C,11C)13C* (Figure
2.18), 12C(12C,11B)13N* (Figure 2.19) and 12C(12C,10B)14N* (Figure 2.20).

Although the agreement between the experimental spectra and the theoret-
ical predictions obtained with the new event generators, by which complete fu-
sion and break-up-fusion reactions were considered, is far from being perfect in
several instances, nevertheless the overall comparison with the data shows that
these reaction mechanisms certainly play an important role. These mechanisms
are not only able to reproduce the qualitative features, which characterize the
measured spectra, but in many cases also provide a reasonable quantitative re-
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Figure 2.18: Double differential spectra of 11C. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions. The green line refers to 12C(12C,11C)13C* reaction path.
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Figure 2.19: Double differential spectra of 11B. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions. The green line refers to 12C(12C,11B)13N* reaction path.
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Figure 2.20: Double differential spectra of 10B. Experimental data (full circles
with error bars) are compared with the theoretical prediction (black line) given
by the sum of two contributions: fragments produced in CF (red line) and BF
(blue line) reactions. The green line refers to 12C(12C,10B)14N* reaction path.
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production of the data. In spite of the many simplifications and assumptions
which were made to make the calculations of the spectra feasible, such as the
description of the nucleon transfer reactions in the LPWBA framework which
certainly requires further investigation, the considered mechanisms are shown
to prevail.
The reaction cross section for the interaction of 12C and 12C is expected to be
about 1340 mb [89]. By adding up the cross section of all the mechanisms con-
sidered we obtain a total value of about 1030 mb, which corresponds to 77 %
of the reaction cross section. The complete fusion cross section contributes
for 250 mb, as reported above, and the cross section of the break-up-fusion
reactions for 780 mb. If one also includes the probable contribution of inelas-
tic scattering of the two interacting ions, the not unreasonable conclusion is
that these reaction mechanisms (complete fusion + break-up-fusion + inelastic
scattering) almost exhaust the reaction cross section.
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Chapter 3
Investigation of carbon ion
fragmentation in water using
the FLUKA code

3.1 Introduction

In heavy ion therapy nuclear reactions causes a significant alteration of the
radiation field. This shows mainly through a loss of primary beam particles
and a build-up of secondary lower-charge fragments. Consequently, the dose
distribution along the beam path is different as compared to the dose profile
resulting from the passage of primary ions in absence of nuclear interactions. In
particular, the secondary lower-charge fragments, having longer ranges than
the primary beam, give rise to the characteristic dose tail beyond the Bragg
peak. The importance of these effects generally increases as a function of
the beam energy (or penetration depth). For example, for a 12C beam at 200
MeV/n about 30% of the primary carbon ions undergo nuclear reactions and
do not reach the Bragg maximum at about 8.6 cm depth in water whereas at
400 MeV/n only the 30% of the primary particles reach the Bragg peak at
about 27.5 cm depth in water [18].

Nuclear processes in heavy ion collisions differ as a function of energy. In
the energy interval of therapeutic interest, interaction mechanisms go from pure
fragmentation at highest energies to more complex ones at the lowest energies.
Depending on the nuclear structure of the interacting ions and on the impact
parameter, the low energy reaction mechanisms vary from Coulomb Scattering
to deep inelastic processes and fusion, complete and incomplete. In the FLUKA
code nucleus-nucleus reactions relevant for therapeutic applications are treated
thanks to the interfaces with the RQMD [17] and the new BME event generator
(Chapter 2).

The use of ion beams in therapy requires very accurate understanding of the
complex processes of the ion interaction with matter, especially regarding the
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3. Investigation of carbon ion fragmentation in water using the FLUKA code

production of secondary particles. In fact, during radiation therapy, secondary
neutrons, protons and heavier ions contribute to the dose delivered to tumor
and healthy tissues outside the treated volume. Production of light fragments
is of special interest since these particles are transported through the patient
broadening the irradiation field and increasing the risk of secondary tumors
in healthy tissues. In addition, the secondary particles leaving the patient,
mainly neutrons, are important for studying the radiation background in the
therapy room. Furthermore, the biological efficacy of the reaction products is
different from the primary ions and has to be included in the biological effect
calculations (Chapter 5).

In this chapter, after a brief account of the FLUKA code [15, 16] (Section
3.2), the RQMD event generator is benchmarked against the mixed field mea-
sured at GSI for a 400 MeV/n carbon beam on water phantoms [18,19] (Section
3.3 and Section 3.4). The preliminary data [18,19] (partially still unpublished)
resulting from the experiments and the analysis performed at GSI by E. Haet-
tner, H. Iwase and D. Schardt et al. were kindly provided by K. Parodi and S.
Brons (HIT). The FLUKA calculations shown within this chapter, warmly sup-
ported by the colleagues from HIT, are obtained using a development version
of the official release (fluka2006.3b) which includes the FLUKA-BME interface
in order to treat nucleus-nucleus reactions at low energies (Chapter 2).

3.2 FLUKA code capabilities

FLUKA [15, 16] is a general purpose Monte Carlo code describing particle
transport and interaction with matter, covering an extended range of appli-
cations spanning from proton and electron accelerator shielding to target de-
sign, calorimetry, activation, dosimetry, detector design, Accelerator Driven
Systems, space radiation and cosmic ray showers, neutrino physics, radiother-
apy. About 60 different particles plus heavy ions can be transported by the
code. The energy range covered for hadron-hadron and hadron-nucleus inter-
actions is from threshold up to 10000 TeV, while electromagnetic interactions
can be dealt with from 1 keV up to 10000 TeV. Neutron transport and inter-
actions below 20 MeV down to thermal energies are treated in the framework
of a multi-group approach, with cross section data sets developed for FLUKA
starting from standard evaluated databases (mostly ENDF/B-VI, JENDL and
JEFF). Transport in arbitrarily complex geometries, including magnetic field,
can be accomplished using the FLUKA combinatorial geometry. In the follow-
ing, some of the most important capabilities of the FLUKA code relevant to
the reproduction of the GSI experimental data are briefly outlined; descrip-
tion of other FLUKA models and extensive benchmarking can be found in the
literature (see the FLUKA website http://www.fluka.org).

In FLUKA, the transport of charged particles is performed through an
original Multiple Coulomb scattering algorithm [95], supplemented by an op-
tional single scattering method. The treatment of ionization energy loss is
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based on a statistical approach alternative to the standard Landau and Valivov
ones that provides a very good reproduction of average ionization and fluctua-
tions [96]. Multiple scattering with inclusion of nuclear form factors is applied
also to heavy ion transport. Up-to-date effective charge parametrizations are
employed, and straggling of ion energy loss is described in normal first Born
approximation with inclusion of charge exchange effects. The precise determi-
nation of ion range and ionization losses is of utmost importance in dosimetry
and in therapeutical applications. For this reason, FLUKA is being heavily
benchmarked [97] against models and experimental data concerning ion beams
of interest for hadron therapy. Such a validation for a 400 MeV/n carbon beam
on a water phantom will be outlined in the next section.

Nucleus-nucleus interactions are also supported [98,99] up to 10000 TeV/n,
thanks to the interfaces with a modified version of rQMD-2.4 [17] and with
DPMJET-III [100]. The implementation of the Boltzmann Master Equation
(BME) theory for nucleus-nucleus interactions below 100 MeV/n, as partially
described in Chapter 2, is ongoing. At higher energies, Quantum Molecular Dy-
namics (QMD) models represent a suitable way to describe the initial hot stage
of heavy ion reactions. It was decided to use a relativistic QMD code (named
rQMD-2.4) developed in Frankfurt as a solution to cover the energy range be-
tween 100 MeV/n and 5 GeV/n. Above this threshold the DPMJET-III event
generator - based on the two component Dual Parton Model in connection
with the Glauber formalism - is used. The original version of the RQMD code
has been successfully applied to A–A particle production over a wide energy
range, however, it does not identify nucleon clusters in the final state. Thus
their de-excitation by pre-equilibrium emissions, fission, evaporation, or frag-
mentation cannot be evaluated. This is a quite severe limitation: in fact,
because of huge kinematical effects, ejectiles having low energy in the refer-
ence frame of the decaying projectile-like nucleus may contribute to the highest
energy side of observed spectra at forward angles. At bombarding energies of
interest, serious energy non-conservation issues are also affecting the original
code, particularly when run in full QMD mode (rQMD-2.4 can run either in
full QMD mode or in the so called fast cascade mode where it behaves like
an Intra Nuclear Cascade code). Therefore a meaningful calculation of resid-
ual excitation energies is impossible. It has been then developed a modified
version of rQMD-2.4, where projectile- and target-like residues are identified
by gathering the spectator nucleons, and their excitation energies are assumed
to be essentially due to the holes left by the hit nucleons. Moreover, the ex-
act energy balance is assured taking into account the experimental binding
energies of nuclei, as is the case for all other models used in FLUKA. After
these improvements, the fragment final de-excitation can be reasonably evalu-
ated by the FLUKA evaporation/fission/fragmentation module. Examples of
the FLUKA performances, when running with the modified rQMD-2.4 event
generator, can be found in [98,101]. They concern double differential neutron
spectra for Fe and Ar ions at 400 MeV/n bombarding thick Al targets [102],
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3. Investigation of carbon ion fragmentation in water using the FLUKA code

and fragment charge cross-sections for 1.05 GeV/n Fe ions on thin Al and Cu
targets [103]. In addition, a promising result has been obtained in an even
more demanding test represented by the analysis of 24 isotopic distributions
of fragmentation products measured at GSI for the reaction 238U+ 208Pb at
750 MeV/n [101, 104]. Work on a further development of rQMD-2.4, in order
to calculate the pre-equilibrium de-excitation of the projectile- and target-like
residues by the FLUKA module based on the exciton model, is ongoing. This is
an important improvement for a more accurate evaluation of the equilibrated
nucleus excitation energy, to be spent on evaporation/fission/fragmentation.

For very light ions, namely from deuterons to alpha particles, the FLUKA
developers are instead implementing an approach based on the already existing
hadronic interaction model. This model, called PEANUT [105,106], includes a
detailed intranuclear cascade stage, coupled to preequilibrium and equilibrium
particle emission.

3.3 Characterization of the primary beam

The nuclear interactions undergone by an ion beam in a thick target lead
to a loss of primary ions and a build-up of secondary fragments. While the
characteristics of the charged secondaries will be described in the next section,
here we focus on the experiments [18,19] together with the FLUKA calculations
performed in order to investigate the properties of a 400 MeV/n 12C beam on
water phantoms. This beam energy is not typical for treatment (especially in
head and neck patients, because of the corresponding very high penetration
depth in water) but is a good extreme case for testing the nuclear models. The
aim of this section is to validate the FLUKA code against experimental data
concerning Bragg curve and beam attenuation profile as a function of depth in
water.

i) Experimental methods
Bragg curve in water was measured at GSI for a 400 MeV/n 12C beam using
two ionization chambers: a small one placed behind the beam exit window and
a greater one downstream to the target (more details about the experimental
procedure can be found in [18]). In order to calculate the absolute Bragg peak
(BP) position in water, the water-equivalent thickness of all the materials along
the beam path was measured using a 150 MeV/n carbon beam. The resulting
BP was 27.5±0.05 cm [18].
For the attenuation experiment, indeed, the objective of the measurements
was to provide the number of surviving carbon ions, normalized to the pri-
mary beam ions, leaving the water phantom as a function of its thickness.
A sketch of the experimental setup is shown in Figure 3.1. It was assumed
that the number of carbon ions hitting the target was equal to the number of
ions hitting the Start detector. Possible nuclear interactions before the target
were neglected. However, some of the carbon ions, depending on the phantom
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Figure 3.1: Sketch of the experimental setup for the beam attenuation exper-
iment [18].

length, undergo nuclear reactions with the target nuclei. Hence, the secondary
particles had to be identify. For this purpose, a ∆E-BaF2 telescope detec-
tor [107], which provides energy loss and total energy information, has been
used. In addition, the time-of-flight (TOF) was measured between the Start
and the telescope detector contributing to the particle identification. More-
over, a position sensitive multi-wire proportional chamber (MWPC) was used
in order to control that the solid angle covered by the telescope detector was
large enough to detect all the the carbon ions emerging from the target.

ii) The simulation approach
One of the fundamental conditions for using a Monte Carlo code for validation
of a treatment planning in ion therapy is the sub-millimetre agreement with
the BP position experimentally measured in water phantoms. The range of a
charged particle mainly depends on the electronic stopping power. A possible
way to achieve an agreement between the particle range obtained by FLUKA
and the one experimental measured is to adjust the stopping power of water in
the simulation. In FLUKA this can be accomplished by changing the ionization
potential (I). Its standard value is set to 75 eV, according to ICRU recommen-
dations (75 ± 3 eV) [108], values up to 80 eV can be found elsewhere [109]. As
pointed out in [97], the optimal value of I to use in FLUKA to have a sub-
millimetre agreement with the particle range predicted by the treatment plan-
ning system TRiP [7] (Chapter 4) is 80 eV. Furthermore, using this value, the
FLUKA calculations agree with the Bragg curves experimentally measured
for 270 and 330 MeV/n carbon beams on water phantoms [97]. However, for
the simulations presented within this chapter it has been found that the opti-
mal value to reproduce the experimental data is 76.75 eV. In the calculations,
the nominal beam energy, 400 MeV/n, with a Gaussian energy spread of 0.2
MeV/n (FWHM) is used. The cited inconsistency of I given by several liter-
ature sources [110] suggests the need for more accurate, facility independent,
experimental investigations for an objective assessment of the true stopping
power values, which is beyond the purpose of this work.

In order to simulate the measured Bragg curve with FLUKA, the target was
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Figure 3.2: Bragg curve of a 400 MeV/n carbon beam on water. The points
[18,19] give the experimental data while the black line represents the FLUKA
results. The red and blue lines show, respectively, the contribution from pri-
mary 12C ions and secondary fragments. Both the experimental data and the
MC results are normalized by the integral of the Bragg curve calculated be-
tween the entrance region and the BP.

modelled as a single block of water and the plastic around the water and the
materials in the beam path were neglected because already taken into account
in the experimental data. To achieve good statistics, especially for determin-
ing the energy deposition from secondary fragments, the simulation was run
ten times each for 5×104 primaries and different random number sequences. A
nice agreement with experimental data is shown in Figure 3.2, where the con-
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Figure 3.3: Close-up of the peak shown in Figure 3.2. Both the experimental
data and the MC results are normalized by the integral of the Bragg curve
calculated between the entrance region and the BP.
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Figure 3.4: Simulated contributions of the indicated secondary particles to the
Bragg curve shown in Figure 3.2.

tribution from primary 12C ions and secondary fragments is depicted. Depth
dose profile calculated by FLUKA reproduces very well the experimental val-
ues in the entrance region and, thanks to the adopted value of I, in the position
of the BP (Figure 3.3). Both the experimental data and the Monte Carlo re-
sults are normalized by the integral of the Bragg curve calculated between
the entrance region and the BP because the experimental data are obtained
as relative values. Figure 3.2 also indicates that the dose beyond the Bragg
peak (tail) predicted by FLUKA agrees with the experimental one. The tail,
as well-known, is due to the lower-charge fragments with longer ranges than
the primary beam produced principally in the projectile fragmentation. It con-
sists mainly of H and He fragments but a not negligible contribution is due
to heavier fragments such as boron (Figure 3.4). Its correct estimation is de-
manded for a reliable determination of the dose delivered to the healthy tissues
in the proximity of the treated tumor.

For comparison with the attenuation experiment, similarly to [97], instead
of running individual simulations with water phantoms of variable lengths,
only one simulation was performed, where the number of carbon ions was reg-
istered at different positions in the target. At the end of the simulation a nearly
continuous attenuation curve is obtained by normalizing with the number of
simulated histories. Also in this case the phantom was modelled as single block
of water and all the materials along the beam path were neglected. The I of
water, as for the Bragg curve calculations, was set to 76.75 eV. Experimentally,
the carbon ions were identified by their energy loss and by their total energy
using a BaF2 detector or the TOF technique. However, no isotopic separation
was performed. So, all the resulting carbon ions, not only the primary beam,
have to be included for the comparison with the experimental data. The num-
ber of carbon ions (Nc) normalized to the primary simulated histories (N0) as
a function of depth in water is shown in Figure 3.5. In addition to the atten-
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Figure 3.5: Attenuation of a 400 MeV/n 12C beam together with the build-up
of secondary carbon ions as a function of depth in water: 12C (red line), 11C
(blue line) and 10C (green line). The back line represents the total prediction.

uation of the 12 C beam, the build-up of secondary C ions (10,11C) produced
in the fragmentation of the incoming beam plays an important role. Figure
3.6 shows the comparison between the calculated (solid line) and experimental
measured [19] (points) attenuation profile as a function of depth in water for a
400 MeV/n carbon beam. A satisfactory agreement, except in the BP region,
has been found. The discrepancies are probably due to the occurring of nu-
clear reactions before the water target or to the experimental water-equivalent
conversion of the materials in the beam-line. In addition it’s worth remarking
that at this energy only the 30 % of the carbon ions surviving the passage
through the water absorber reaching the Bragg peak, while the remaning 70
% undergo nuclear reactions altering considerably the radiation field.
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Figure 3.6: Attenuation profile of a 400 MeV/n 12C beam as a function of
depth in water. The experimental data [18,19] (points) are compared with the
FLUKA results (solid line).
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Figure 3.7: Sketch of the experimental setup used for the angular/energy dis-
tribution measurements. The target center is indicated by a red line. The
measures are not in scale [18].

3.4 Characterization of charged fragments

The aim of this section is to outline the mixed field measurements [18,19] and
their Monte Carlo simulations for a 400 MeV/n 12C beam on water targets. The
latter include calculation of the build-up of secondary charged fragments, i.e.,
the fragment yield as a function of the depth, starting, as in the experimental
procedure, from their angular distribution for various water thicknesses cor-
responding at depths before and behind the measured BP. In addition, some
experimental/theoretical energy spectra of few secondary fragments will be
presented. In this section only a small set of the simulations done to reproduce
the experimental data [18] is reported, the same conclusions could be obtained
also for the other calculations not shown here.

i) Experimental methods
In two experiments performed at GSI [18,19], angular/energy distributions of
charged fragments produced in water were measured by means of time-of-flight
(TOF) and energy loss techniques. Similar to the attenuation experiment, the
beam exit window was followed by the Start detector and the water target. Be-
hind the target an energy loss detector, H1, was positioned at a distance of
approximately 3 m. Figure 3.7 shows a sketch of the experimental setup. The
emission angle of the fragment is defined as the angle between the beam axis
and H1 detector seen from the target center. The H1 detector was mounted
on a linear drive and could be moved to positions ranging from -1◦ to 10◦. A
mechanical construction made the H1 detector to rotate simultaneously with
the linear movement of H1 to assure the scintillator always to be perpendicular
to the target center. The particles were identified in the standard way plot-
ting energy loss versus TOF. Figure 3.8 is an example of the achieved charge
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3. Investigation of carbon ion fragmentation in water using the FLUKA code

Figure 3.8: Particle identification spectrum obtained at an emission angle of
2◦. The data originate from a 400 MeV/n 12C beam fully stopped in a 28.8 cm
thick water target [18].

resolution (see [18] for more details).
ii) The simulation approach

For simulating the experiment of E. Haettner, D. Schardt et al. with FLUKA,
the target was modelled as a single block of water while the detecting system
as a half sphere with a radius of approximately 3 m surrounding the target.
Special properties of the detector system were not taken into account. Angular
and energy spectra of the emitted fragments were scored in the same simulation
using the FLUKA ‘USRYIELD’ card [97]. To achieve good statistics, especially
for the angular/energy spectra of the less produced fragments, the simulations
were run 10 times each for 2×105 primaries and different random number
sequences.

3.4.1 Angular distributions

The energy and angular distributions of the escaping secondary fragments were
experimentally investigated at seven different lengths of the water absorber cor-
responding to depths before and behind the BP. Figure 3.9 shows the angular
distributions of carbon ions at two depths before the BP (27.5±0.05 cm). As
the thickness of the water absorber increases the angular distribution becomes
wider due to the multiple scattering of the surviving primary beam and to the
secondary carbon ions generated in nuclear collisions. The FLUKA calcula-
tions reproduce satisfactory the experimental data.
Generally, the width of the angular distribution depends on the element. He-
lium and especially hydrogen have broad distributions and can be detected at
angles greater than the experimental limit of 10◦. With increasing mass, the
distributions become more and more narrow. Such a behavior is reported in
Figures 3.10 and 3.11 for fragments escaping a 15.9 cm and 31.2 cm thick water
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Figure 3.9: Angular distributions of carbon ions behind a 15.9 cm (left panel)
and 25.8 cm (right panel) thick water phantom. The points [18] give the ex-
perimental data while the histograms represent the FLUKA results.
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Figure 3.10: Angular distributions of the indicated secondary fragments behind
a 15.9 cm thick water phantom. The points [18] give the experimental data
while the histograms depict the FLUKA results.
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Figure 3.11: Angular distributions of the indicated secondary fragments behind
a 31.2 cm thick water phantom. The points [18] give the experimental data
while the histograms depict the FLUKA results.

phantom, respectively. In the direction of the beam axis at depths before the
BP, the most dominating particle is helium. The second most frequent element
detected at 0◦ is boron, followed by hydrogen and lithium. Behind the BP the
fragment spectrum is dominated by H and He fragments while the amount of
boron drops rapidly. The lighter fragments show the broadest angular spectra
while the heavier ones (Li, Be and B) are emitted in a rather low narrow cone
of about 0◦ to 5◦. The Monte Carlo simulations reproduce all these features
except for hydrogen where it is evident an underestimation of its yield in
the very forward direction. The found discrepancy suggests the necessity of
further investigations both in the nucleus-nucleus event generators and in the
transport algorithms, since in the simulation of a thick target experiment a
lot of effects come into play. Among them, the modelling of the experimental
setup could be one of the most critical. However, the obtained results seem to
indicate that FLUKA reliable describes the angular distribution of the mixed
field before and behind the BP. This is an important aspect in order to estimate
the broadening of the irradiation field in therapy applications. In fact due to
the possible range uncertainties, in treatment planning a beam just stopping in
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3.4. Characterization of charged fragments

front of a critical structure is usually avoided. Therefore, tumor volumes close
to critical structures can only be irradiated with the beam passing by. How
close the beam can get is consequently determined by the lateral scattering,
which is therefore relevant for clinical application.

3.4.2 Build-up of charged fragments

The build-up curve describes the particle yield as a function of depth. The yield
represents the number of produced fragments per primary 12C ion. Experimen-
tally, the build-up curves were obtained integrating the angular distributions
from 0◦ to 10◦ [18]. The experimental data were fitted with a Gaussian func-
tion for small angles and with an exponential function for larger angles. In the
case of heavy fragments, from lithium up to boron, the integration gives, due
to their narrow angular distributions, the total number of secondary particles
produced per incident carbon ion. On the contrary, for hydrogen and helium,
the integration gives their yield in the experimental angular window because
they are spread at angles greater than 10◦. The build-up curves of secondary
charged fragments produced by the irradiation of a water phantom with a 400
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Figure 3.12: Build-up curves of the indicated charged fragments. The black
points give the experimental data [18, 19] while the blue points together with
the blue lines (see the text for more details) depict the FLUKA results.
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3. Investigation of carbon ion fragmentation in water using the FLUKA code

MeV/n carbon beam are shown in Figure 3.12. The amount of charged frag-
ments increases with increasing depth reaching a maximum around the BP.
Behind the BP the amount of fragments drops since all primary carbon ions
have stopped and cannot produce new fragments. Light fragments, such as hy-
drogen and helium, can still be produced from nuclear interactions of heavier
fragments.

In order to obtain the build-up curves two simulation approaches were fol-
lowed. One was to integrate numerically the angular distributions of all the
charged fragments running seven individual simulations with water phantoms
of variable lengths. These calculations are reported as blue points in Figure
3.12. The other was to perform only one simulation, where the number of
charged ions was registered at different positions in the water phantom and
at the end of the simulation a nearly continuous attenuation curve is obtained
by normalizing with the number of simulated histories (blue lines in Figure
3.12). However, this method cannot be easily used for light fragments due
to the fact that they are also spread outside the experimental angular win-
dow. The production of fragments, especially for increasing difference of charge
from the primary beam, though reasonably reproduced by the MC simulations,
still demands refinements of the FLUKA modelling both in the RQMD [17]
and BME (Chapter 2) event generators.

3.4.3 Energy spectra

Another important result of the experiments performed at GSI by E. Haettner,
D. Schardt et al. [18, 19], was the determination of the energy spectra of the
secondary fragments. These are obtained measuring TOF between the Start
and the H1 detector. The TOF data represent a measurement of the velocity of
a particle, closely related to its kinetic energy. The total energy of a relativistic
particle is given by the well-known equation:

Etotal = m0c
2 + Ekinetic = γm0c

2 (3.1)

while the kinetic energy is given by:

Ekinetic = (γ − 1)m0c
2 = (

1√
1− β2

− 1)m0c
2 (3.2)

where βc and m0 are, respectively, the velocity and the rest mass of the parti-
cle. Eq. 3.2 shows that the kinetic energy is easily obtainable if the velocity is
known. In order to calculate the velocity of the fragments, experimentally it has
been assumed that all the interactions take place in the target center. Hence,
the measured TOFtotal, between the Start and energy loss detector, H1, is the
sum of the time needed for a primary carbon ion to reach the interaction point
(the center of the target), TOFC , and time needed by the produced fragment
to reach the H1 detector, TOFfrag. The time TOFC has been calculated with
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a dedicated code [111–113] taking into account all the materials in the beam-
line. Moreover, the velocity is calculated as r

TOFfrag
where r is the distance

between the target center and the energy loss detector.
The calculation of energy depends mainly on the finite time resolution and

two assumptions. In fact, using the TOF technique the energy resolution is as-
sociated to the resolution in time which is originated from the electronics. After
measuring the TOF spectrum of a 12C beam without any target, it has been es-
timated as the full width half maximum of the measured peak, ∆tFHWM=0.53
ns [18]. The first assumption was indeed, as already mentioned, that all frag-
ments are produced in the target center while the second one was that the
velocity at the target exit can be calculated as the mean velocity between the
target center and H1 detector. This latter represents the true velocity for a
point somewhere between the target center and and the H1 detector. This
method neglects the energy loss suffered by fragments between the target cen-
ter and the H1 detector. These assumptions could influence the experimental
data and this fact has to be taken into account when the simulated spectra
are compared with the experimental ones. Additional considerations about the
experimental procedure and the related errors can be found in [18].

Now, we present the energy spectra calculated scoring directly the kinetic
energy of the fragments. The detector has been modelled as a half sphere
with a radius of approximately 3 m surrounding the target. Examples of such
spectra are shown in Figures 3.13 to 3.16. The overall comparison with the
data shows that FLUKA reasonably predicts the energy spectra. However, for
hydrogen the MC results underestimate the yield especially at the most forward
angles, as already pointed out for the angular distributions. Conversely, for He
and Li differences between simulated and experimental spectra increase as the
emission angle increases. Furthermore, for the boron spectra, it is clear that the
simulated spectra are shifted to lower energies with respect to the experimental
ones. Probably, the experimental assumptions play an important role in this
case.

The described results represent only a first step in comparing our simula-
tions with the experimental data of energy spectra. In fact, future simulations
taking into account the exact description of the irradiated geometry and the
experimental procedure are planned in collaboration with K. Parodi and S.
Brons (HIT). In particular, we would like to reconstruct the fragment energy
starting from the TOF spectra according to the experimental assumptions.
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Figure 3.13: Energy spectra of H fragments behind a 31.2 cm thick water
phantom. The points [18] give the experimental data while the histograms
represent the FLUKA results.

Energy [MeV/u]
0 50 100 150 200 250 300 350 400 450 500

-1
 [

M
eV

/u
 s

r]
0

/N
H

e
N

-410

-310

-210

-110  ° 1

Energy [MeV/u]
0 50 100 150 200 250 300 350 400 450 500

-1
 [

M
eV

/u
 s

r]
0

/N
H

e
N

-410

-310

-210

-110  ° 2

Energy [MeV/u]
0 50 100 150 200 250 300 350 400 450 500

-1
 [

M
eV

/u
 s

r]
0

/N
H

e
N

-410

-310

-210

-110  ° 3

Energy [MeV/u]
0 50 100 150 200 250 300 350 400 450 500

-1
 [

M
eV

/u
 s

r]
0

/N
H

e
N

-410

-310

-210

-110  ° 4

Figure 3.14: Energy spectra of He fragments behind a 28.8 cm thick water
phantom. The points [18] give the experimental data while the histograms
represent the FLUKA results.
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Figure 3.15: Energy spectra of Li fragments behind a 28.8 cm thick water
phantom. The points [18] give the experimental data while the histograms
represent the FLUKA results.
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Figure 3.16: Energy spectra of B fragments behind a 28.8 cm thick water
phantom. The points [18] give the experimental data while the histograms
represent the FLUKA results.

59



3. Investigation of carbon ion fragmentation in water using the FLUKA code

60



Chapter 4
Clinical CT-based calculations
of dose in carbon ion therapy
using the FLUKA code

4.1 Introduction

Nowadays, dedicated or commercial treatment planning systems (TPSs) for ion
therapy are essentially analytical codes based on fast performing pencil-beam
algorithms. However, Monte Carlo (MC) statistical methods are increasingly
considered powerful tools for accurate calculations of dose deposition. They are
assumed to provide a more realistic representation of the physical interactions,
especially the nuclear ones, undergone by the primary beam and the resulting
secondaries. Moreover, MC methods include naturally mixed field capabilities
and three dimensional spread of the particle fluence. Although the long com-
puting time prevents, at the moment, their use in clinical routine, MC tools can
be very useful for verification, and in certain cases improvement, of the dose
calculations performed by the analytical treatment planning engines. In fact,
they allow the dose evaluation for every real situation, taking into account the
realistic patient anatomy instead of the water-equivalent approach, and for all
the cases in which the experimental dosimetric verification is impossible. MC
codes can be particularly advantageous in situations sensitive to lateral scat-
tering (especially for protons), nuclear reactions (especially for heavier ions),
and in the presence of large inhomogeneities, e.g., due to metallic implants [12].
Furthermore, MC simulations can provide accurate physical databases to be
input into TPSs.

In case of proton therapy, dose calculations in clinical CT-patient environ-
ment have been already performed using the MC codes GEANT4 [11] and
FLUKA [12, 13]. In this work, for the first time, clinical CT-based calcula-
tions of dose for carbon ion therapy applications are carried out using the
FLUKA code thanks to its reliable nucleus-nucleus event generators in the en-
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ergy range of therapeutic relevance. Nucleus-nucleus interactions at energies
ranging from the Coulomb barrier up to 100 MeV/n could now be treated us-
ing the new BME event generator (Chapter 2) extending the previous FLUKA
energy range for nuclear reactions. The MC simulations are compared with the
results of the analytical code TRiP (TReatment planning for Particle) which
is the production version (1998) of the treatment planning used in every day
clinical experience at GSI [7–9]. In general, MC dose distributions are found
in good agreement with the analytical calculations, except in the distal part
due to the different fragmentation tails and in presence of air/tissue interfaces.

The TRiP code is in clinical use since the start of the GSI pilot project
in December 1997. It is designed to cooperate with the GSI three-dimensional
active dose shaping device, the raster scan system [32]. This beam delivery
system allows to select any combination from a list of 253 individual beam
energies, 7 different beam spot sizes and 15 intensity levels. Inverse planning
techniques, which are out of the scope of this work, are implemented in order
to obtain a uniform target dose distribution from clinical input data, i.e., CT
images and patient contours. This implies the automatic generation of intensity
modulated fields in terms of beam position, energy and particle fluence. This
set of data is directly passed to the beam delivery and control system.

The chapter is organized as follows: in Section 4.2 the TRiP code (for more
details [7]) is briefly described whereas the last section is devoted to the work
done in order to perform clinical calculations of dose in the CT environment
using the FLUKA code. The latter implies the implementation of the GSI
delivery system and its validation against experimental data, the handling of
CT images and the simulation, as an example, of a clinical cranial plan.

4.2 Analytical treatment planning for ion ther-

apy: TRiP

The GSI facility (Darmstadt, Germany) realized for the first time the com-
bination of active field shaping, using a scanned beam via magnetic deflec-
tion [32], with active energy variation of the beam, thus making full use of
the advantages of heavy charged particles for therapy. Due to the mentioned
technique and strong dependence of the RBE on the particle charge, energy
and absorbed dose (Chapter 1), the GSI group developed an inverse treatment
planning code, TRiP, completely different from the software generally used
in conventional radiotherapy. Like in conventional radiotherapy, TRiP uses
input diagnostic information from computer tomography (CT) and magnetic
resonance (MR) images to model the volume to be irradiated; the CT data are
mandatory for dose computation and optimization.

In order to describe the ion interaction with tissue, the GSI group devel-
oped an analytical model able to calculate the distribution of primary and
secondary particles and their energies as a function of depth [7]. In TRiP, the
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multiple Coulomb scattering of the beam and of the secondary fragments is
neglected. In addition, all the other particles which might be generated during
12C slowing down such as γ-rays and δ-rays are neglected because they make
only a small contribution to the dose (compared with the primary 12C) or be-
cause they are already included in the energy loss (low energy δ electrons).
Following these assumptions, the partial dose generated by a single ion beam
with energy Ebeam is described in TRiP as

D(Ebeam, ~x)[Gy] = Cd(Ebeam, z)

[
MeV

g · cm−2

]
N

2πσ2[mm2]
exp

(
− r2

2σ2

)
(4.1)

where r is the distance from the beam center, σ is the actual variance of the
Gaussian beam profile and N is the total number of particles. The lateral
beam profile is assumed to be Gaussian in shape and symmetric in x and
y. d(Ebeam, z) is the energy loss distribution, for a given initial beam energy,
Ebeam, as a function of the penetration depth, z, in water or water-equivalent
material. It is described by a dedicated model, the YIELD transport model [7],
that takes into account not only the single particle energy loss but also the
energy loss straggling and the projectile fragmentation. YIELD transports the
primary beam and the generated secondary particles only in one dimension.

The irradiated target under consideration is divided into approximately 80
slices with variable thickness in order to have a finer grid in the Bragg peak
region and a wider one in the entrance region where the irradiation field changes
slowly. For each slice, energy spectra dN(Ebeam, z, T, E)/dE for ingoing (index
I) and outgoing (index F) particles are defined, where T represents a particular
particle species defined by the nuclear charge Z and the mass number A. Within
each of these material slices of varying thickness ∆zi, new particles can be
created by fragmentation of the ingoing ones:

dNF

dEF

(TF , EF ) =
∑
TI ,EI

dNI

dEI

(TI , EI)[1− exp(−∆zσI→F (TI , EI)nnuclei)]

× exp

(
− 1

2

(EF − 〈E(EI , E
′
I)〉)2

〈σ2(EI , E ′
I)〉

) (4.2)

where σI→F (TI , EI) is the cross section for the production of a fragment species
TF from its parent species TI by nuclear fragmentation reactions. These cross
sections are derived from semi-empirical formulations [114, 115]. nnuclei is the
number density of nuclei. The values 〈E〉 and 〈σ2〉 are the mean energy and
the mean energy variance after momentum loss by fragmentation [116], with
E ′

I = EI − dE/dx(TI , EI)∆z; the energy loss dE/dx(T, E) is interpolated
from tables proposed in [117]. Simultaneously the ingoing particle spectrum is
transformed by attenuation, energy loss and energy straggling:

dNF

dEF

(TF , EF ) =
∑
EI

dNI

dEI

(TI = TF , EI) exp(−∆zσatt(TI , EI)nnuclei)

× exp

(
− 1

2

(EF − 〈E(EI)〉)2

〈σ2(EI)〉
) (4.3)
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Figure 4.1: Energy spectrum (left panel) and its cumulative distribution (right
panel), as a function of kinetic energy, for 4He particles produced by a 400
MeV/n carbon beam at about 29 cm in water. The energy spread ∆E/E of
the beam is 0.04 %. The black and red lines give, respectively, the TRiPbeam,
status of May 2006, (courtesy of M. Krämer, GSI, Darmstadt, and K. Parodi
and S. Brons, HIT, Heidelberg) and the FLUKA results.

where σatt is the empirically corrected total reaction cross section. The values
〈E〉 and 〈σ2〉 are the mean energy and the mean energy loss straggling, respec-
tively, after electronic energy loss within the slice under consideration. After
the calculation for one slice is completed the outgoing spectrum becomes ingo-
ing spectrum for the next slice, finally the depth dose distribution is derived:

d(Ebeam, z) =
∑

T

∫

E

dE
dN

dE
(Ebeam, z, T, E)

dE

ρdx
(T, E) . (4.4)

For practical use in therapy planning, the depth dose profiles are pre-
calculated once in steps of 10 MeV/n (in term of initial beam energy) from 50 to
500 MeV/n and then stored as tables. The fragment spectra dN(Ebeam, z, T, E)
/dE for each depth are stored as well, in order to carry out biological effect
calculations. As an example, the dN(Ebeam, z, T, E)/dE spectrum for alpha
particles produced by a 400 MeV/n carbon beam at about 29 cm in water is re-
ported in Figure 4.1 (left panel) together with its cumulative distribution (right
panel). By the cumulative distribution the TRiP code samples the number of
particles per incident carbon beam produced at different energies. Moreover,
the secondary fragments build-up and the primary beam attenuation profiles,
as a function of depth, are obtained integrating the dN(Ebeam, z, T, E)/dE
spectra. In Figure 4.2 are reported such profiles for He (left panel) and car-
bon ions (right panel). The analytical calculations refer to the TRiPbeam code
which is a development version of TRiP. Whereas the FLUKA results are ob-
tained using a development version of the official release (fluka2006.3b) which
includes the FLUKA-BME interface in order to treat nucleus-nucleus reactions
at low energies (Chapter 2). The dN(Ebeam, z, T, E)/dE spectra obtained with
FLUKA are saved in the same format of TRiP to be input into TPSs, thus to
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Figure 4.2: Build-up of He fragments (left panel) and attenuation of the carbon
beam (right panel) as a function of depth in water. The 12C beam energy is
400 MeV/n with ∆E/E = 0.04 %. The black and red lines give, respectively,
the TRiPbeam, status of May 2006, (courtesy of M. Krämer, GSI, Darmstadt,
and K. Parodi and S. Brons, HIT, Heidelberg) and the FLUKA results.

understand the effect of a different treatment of nuclear reactions on physical
and biological dose calculations. Future studies on this hybrid solution are
planned in collaboration with K. Parodi and S. Brons (HIT, Heidelberg).

As previously mentioned, the GSI facility uses a three-dimensional active
dose shaping device. The only passive (static) shaping element is the so-called
ripple filter [118]. This element was introduced to broad the Bragg peaks espe-
cially at low beam energies. In fact, at beam energies below about 150 MeV/n
the unmodified Bragg peaks become very sharp (≈ 1 mm FHWM in water at
100 MeV/n), so many energy slices would be needed to deliver a homogeneous
dose distribution increasing the treatment time. In TRiP the ripple filter is
taken into account through its transmission function which is described as a set
of different Bragg peak displacements, ∆zi, caused by different beam traversal
paths occurring with probabilities wi. In presence of the ripple filter, the depth
dose profiles (Eq. 4.4) and the spectral distributions dN(Ebeam, z, T, E)/dE
become:

d′(Ebeam, z) =
∑

i

d(Ebeam, z + ∆zi)wi

dN ′

dE
(Ebeam, z, T, E) =

∑
i

dN

dE
(Ebeam, z + ∆zi, T, E)wi (4.5)

∑
i

wi = 1

All dose and optimization algorithms remain unchanged, only the databases are
chosen differently with and without the ripple filter. On the contrary for MC
simulations, the ripple filter has been implemented in the FLUKA geometry
reproducing the real clinical/experimental setup [119].
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The TRiP algorithms described till now are based on the assumption of
water targets while the patient tissue is inhomogeneous with regions of various
densities like water, bone, muscle, fat, air cavity and so on. The basic idea to
account for such density variations into the TRiP code is to apply the concept
of water-equivalent path length (WEPL) as it will be described in the Section
4.3.2.

For dose optimization the one-dimensional dose distributions d(Ebeam, z)
are used because the lateral beam scattering is negligible compared with the
initial beam width as delivered by the beam optics [7]. Following this assump-
tion, Eq. 4.1 becomes

D(Ebeam, ~x)[Gy] = Cd(Ebeam, z)

[
MeV

g · cm−2

]
F (Ebeam, x, y)[mm−2] (4.6)

with the fluence

F (Ebeam, x, y) =
N(Ebeam, x, y)

∆x∆y
(4.7)

where ∆x and ∆x are the scanner step sizes in x and y respectively. This crude
approximation, a Gaussian profile in term of a delta function, is sufficiently
accurate if the lateral scanning steps are chosen as a small fraction of the beam
width

∆x = ∆y ≤ fF × FHWM (4.8)

where for fF is empirically adopted a value of 1/3. With the scanner positions
chosen in this way, the dose D(~x) is calculated as a superposition of many
elementary beams:

D(~x) =
∑

Ebeam

d(Ebeam, ~x) . (4.9)

At this point TRiP uses sophisticated optimization procedures in order to
calculate the optimum set of accelerator energies Ebeam to cover the whole
depth range and for each energy and scanner position the corresponding par-
ticles N(Ebeam, x, y) to achieve the prescribed dose. This optimization is per-
formed in the water-equivalent system (see [7] for more details) and only a
single field (beam port) is optimized at a time. After single-field optimization
in the water-equivalent system the dose distribution is calculated in the CT
system. Extension of the TRiP capabilities to include multiple Coulomb scat-
tering and multi-field optimization are underway in the mentioned TRiPbeam
development version.
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4.3 Monte Carlo calculations of dose in carbon

ion therapy

4.3.1 The GSI beam delivery system

This section briefly outlines the beam delivery system for radiotherapy at GSI
and how it has been coded in FLUKA. The general design idea of the GSI
group was to use completely active volume scanning in three dimensions. This
is achieved by magnetic deflection of the 12C beam in the lateral direction [32]
and by energy variation of the GSI synchrotron to cover different depths spread-
ing out the dose across the target volume. The magnetic scanning system de-
flects the ion beam in the lateral (x,y) direction across a maximum field size
of 200 × 200 mm2. The GSI SIS accelerator provides ion beams from protons
to uranium with energies up to 2 GeV/n for lighter ions (≈ 1 GeV/n for ura-
nium). In order to match the needs of radiotherapy, the accelerator control
system was modified to allow selection of energy, spot size and intensity level
of the beam from one synchrotron cycle to the next [120]. A list of 253 energies
has been set up, ranging from 80 MeV/n to 430 MeV/n, in order to achieve
a constant spacing of the corresponding ranges in water, 20 mm and 330 mm
respectively. The ion energy can be switched within ≈5 s and thus different
depths can be reached without the need of additional absorbers. The target
region is divided into subsequent slices corresponding to beams of different en-
ergies. The nominal beam spot diameter can be chosen from a predefined list;
narrow beams are used for small volumes and in situations where sharp dose
gradients at the field boundary are required, while larger ones are preferred
for large target volumes because they reduce the number of scanning steps
needed to cover such volumes. The beam profile is approximately symmetric
and Gaussian shaped; the most common spot size setting is 5 to 6 mm FWHM,
yielding a lateral dose fall-off (from 90% to 10%) of the same magnitude.
The main input to the control system are the particle fluences F(Ebeam,x,y)
obtained, as mentioned in Section 4.2, from the TPS optimization. The parti-
cle fluences for each energy and position are monitored in order to verify the
correct delivery of the prescribed dose. This is achieved by a set of transmis-
sion ionization chambers (ICs) [121] which are calibrated against a standard
dosimeter every morning as part of the daily checks. These monitors and the
air between the beam outlet and the patient, which are not part of the CT
plan, are taken into account into the treatment planning calculations adding
an extra water-equivalent offset. Its value, experimentally determined, is equal
to 1.709 mm. In the FLUKA geometry a layer of water with the same thickness
of the offset is included; a detail description of the ICs is not needed because
the nuclear reactions undergone by the primary beam in these materials are
negligible.

Irradiation times for typical cases are of the order of few minutes. Large
tumors of some hundred cubic centimetres in volume may require about 20
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Figure 4.3: Patient CT and table systems [122].

minutes treatment time. In the treatment room there is only a fixed horizontal
beam line. However, the patient couch can be rotated, so that multi-field ir-
radiation is possible, at least in a single plane. Most patients are treated with
two approximately opposing fields.

As result of the treatment planning optimization, TRiP produces a data
file, the raster scan file (‘rst-file’), directly passed to the beam delivery and
control system. It contains, among the others, the following information:

• the particle beam species defined by the nuclear charge Z and the mass
number A;

• the ripple filter used;

• the gantry angle;

• the couch angle;

• the number of beam energies used to irradiated the target volume and
for each beam energy and position the particle fluence N(Ebeam, x, y).

While N(Ebeam, x, y) refers to the raster scan system (RST), the dose calcula-
tions are performed in the patient CT system, the necessary transformations
from one system to the other are described in detail in [122]. Briefly, the RST
system (~rs) differs from the treatment room system (~rr) by a rotation along
the xr axis while the patient table system (~rt) differs from the treatment room
system by a rotation along the yr axis:

~rs = Rx(−ΘS)~rr

~rr = Ry(−ΘT )~rt
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Figure 4.4: Spread-out Bragg peak in water. The experimental data, red full
circles (courtesy of K. Parodi and S. Brons), are compared with the FLUKA
results, black open circles.

where ΘS and ΘT are the gantry angle (usually equal to -2.203◦) and the couch
angle, respectively. To move from the CT system (~rCT ) to the table system
(Figure 4.3) is needed a rotation of 180◦ along the zt axis together with a
translation of ~tCT between the origin of the CT and the isocentre:

~rt = T (~tCT )R−1
z (180◦)~rCT . (4.10)

Putting things together the transformation from the RST system to the CT
system becomes:

~rs = Rx(−ΘS)Ry(−ΘT )T (~tCT )R−1
z (180◦)~rCT . (4.11)

For MC simulations, the user oriented program ‘source.f’ included in the
FLUKA distribution has been customized in order to perform dose calculations
in the CT system starting from the particle fluences N(Ebeam, x, y) (courtesy
of F. Sommerer, CERN). At the initialization stage, the code reads the ‘rst-
file’ and makes the necessary transformations from the RST system to the
CT system where the phantom/patient geometry is coded. Energy, position
and cosinus directors of the primary beams are randomly chosen according to
N(Ebeam, x, y). For reasonable computation times, only a fraction of the parti-
cles are simulated therefore the resulting energy deposition is only a fraction of
the planned dose. At the end of the simulation the results are rescaled to the
dose prescription using a factor given by the ratio between the total number of
primary carbon ions (as reported in the ‘rst-file’) and FLUKA simulated one.
Using the described ‘source.f’ code and implementing in the FLUKA geometry
the experimental setup (the ripple filter, the target phantom etc.) we are able
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Figure 4.5: Lateral profiles of the SOBP of Figure 4.4. The experimental data,
red full circles (courtesy of K. Parodi and S. Brons), are compared with the
FLUKA results, black histograms. The coloured histograms refer to the energy
deposition by the indicated ions.

to perform three-dimensional dose calculations in water in the same way that
the GSI radiotherapy facility experimentally does. On the contrary to simulate
a clinical patient plan, we need one more step, the processing of CT images as
it will be described in Section 4.3.2.

Figure 4.4 shows the comparison between a measured and simulated one-
dimensional spread-out Bragg peak (SOBP) in water. The satisfactorily agree-
ment permits to state that the GSI irradiation setup has been correctly imple-
mented and the FLUKA code is a valuable choice among the other MC codes
to perform this kind of calculations. In addition Figure 4.5 shows a nice com-
parison between the calculated and measured lateral dose profiles at depths
before and beyond the SOBP of Figure 4.4. At 158 mm depth the main con-
tribution to the dose is due to the energy deposition by the primary beam.
The secondary fragments, especially the lighter ones such H and He, broad
the lateral dose profiles. This is more clear beyond the SOBP (Figure 4.5 -
right panel) where the total dose is the sum of the energy deposition only by
the secondary fragments. In general, the nuclear reactions tend to deteriorate
the sharp dose contours by enhanced lateral and longitudinal scattering. The
treatment planning has to take into account these effects because in the clinical
application beams directly stopping in front of a critical structure are avoided
due to possible range uncertainties. Therefore, tumor volumes close to critical
structures are typically irradiated with the beam passing by and how close the
beam can get is consequently determined by the lateral scattering especially
of secondary fragments.

4.3.2 CT handling

Treatment planning for ion beams uses, like conventional planning, diagnostic
images such as MR and CT to generate a digital model of the irradiation
region. While MR images deliver high-resolution information on tumor location
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Figure 4.6: Transformation from CT into water equivalent system [7].

and critical structures, the CT data are mandatory for dose computation. CT
data are usually expressed in terms of HU (Hounsfield unit):

HU =

(
µ

µH2O

− 1

)
· 1000 (4.12)

where µ and µH20 are the mean values of the attenuation coefficient of tissue
and water, respectively. Therefore the CT number is a CT-scanner-dependent
quantity with fixed values for water, 0, and air, -1000. Now the task is how
to convert the HU of the patient’s CT into information suitable for treatment
planning. At least, two different approaches could be used: in the TRiP code,
by establishing a relation between particle ranges and CT numbers [7]; in MC
codes as proposed by Schneider et al. in [10] and already used in [11–13], by
converting the CT data into mass density and chemical composition of human
tissues. CT data essentially represent the density of the electrons in tissue,
and it is the electron density which determines, in first approximation, the ion
stopping power and hence the dose deposited as well as the particle range. The
TRiP code, as described in Section 4.2, is based on the assumption of water
targets. However, biological tissues, for example lung and bone, have densi-
ties which differ considerably from that of water. In TRiP, the basic idea to
account for such density variations is to apply the concept of water equivalent
path length (WEPL) when an ion traverses a CT voxel. High density voxels
correspond to ion path lengths larger than that for water, low density voxels
to shorter ion path lengths. In this way the trajectory of an ion through a
CT cube is transformed from the CT system into a water-equivalent system in
the beam’s-eye view. Thus an originally regular shaped target volume will be
distorted in the water equivalent system (Figure 4.6). The advantage of this ap-
proach is that the models developed for water targets can be used without any
major changes taking into account only the necessary coordinate system trans-
formations between the CT system and the beam’s-eye view. However, there
is no direct functional dependence between Hounsfield numbers and equivalent
path lengths on the basis of a theoretical approach. The Hounsfield numbers
reflect the attenuation of X-rays, mainly by photoelectric effect at the energy
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Figure 4.7: Correlation between CT Hounsfield numbers and water-equivalent
path lengths (courtesy of K. Parodi) [125].

regime of the conventional CT-scanners (typical mean energy 50-100 keV),
while the ion path length is dominated by the ion energy loss process. So, for
the TRiP code, it has been adopted an experimental approach to deal with
this problem: residual ranges behind tissue equivalent phantom materials as
well as bovine and human bony tissues [123, 124] were compared to ranges in
water. A scatter plot of measured path lengths versus CT numbers is reported
in Figure 4.7. In this way, the ion path length is stretched according to Figure
4.7.

On the contrary, Monte Carlo codes could be able to take into account
the realist patient anatomy with a clear advantage over the water-equivalent
approach. In the FLUKA code it is possible to model parts of the simulated
geometry in terms of voxels. Voxels are three-dimensional parallelepipedes, all
of equal dimensions, which fill a given region of space like small bricks. The
algorithm used for voxel geometries is designed in order to minimize memory
requirements (2 bytes per voxel only) and it employs a dynamical scheme which
allows to keep at minimum the number of voxels actually used for tracking
(two per each different material), resulting in very fast-tracking performances.
In this work, the CT data in the TRiP format are processed offline prior
to the start of the simulation and converted into a suitable voxel format to
be input into FLUKA. The latter step is achieved using a modified version,
‘READPATIENT.f’, of the user-oriented ‘writegolem.f’ program included in
the FLUKA distribution. This routine originally provided by K. Parodi (HIT)
has been further developed in order to read and then to transform the CT scans
used by TRiP into density and elemental composition for MC simulations.
According to the logic of FLUKA, all voxels with the same CT number are
identified as a spatial region, while a segmentation of the CT is performed
to reduce the number of material to be assigned to the regions. CT scans
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are subdivided into 33 HU intervals, i.e., materials to be defined in FLUKA
via the ‘MATERIAL’ and ‘COMPOUND’ cards. Elemental composition and
nominal density (i.e., density corresponding to the HU value at the center of
the considered interval) of 24 materials are taken from the work of [10] resulting
from the analysis of 71 human tissues in the HU range between -1000 and 1600.
To constrain the variation of the real mass density within a given interval, the
two original intervals for -1000 ≤ HU < -120 are implemented as nine materials
of the same composition but different nominal density [12, 13]. For HU larger
than 1600, the extension proposed in [12,13] is implemented.

Nuclear and electromagnetic processes depend on the mass density, varying
with the HU values within each material characterized only by the nominal den-
sity in the MC. To account for this, region (i.e., CT number) dependent scaling
factors are introduced, as suggested in [11] and already applied in [12, 13] for
dose calculations in proton therapy. While nuclear processes are assumed to
rescale only with the ratio between the mass density and the nominal mean
density, the electromagnetic processes are furthermore adjusted to reproduce
the same dependence between HU and the water equivalent path length shown
in Figure 4.7. Starting from the electron density and mean ionization energy
of the 33 materials (the original 24 as proposed in [10], plus the subdivision in
the lung/adipose tissue region, plus the extension to larger CT numbers in the
bone region [12,13]) implemented in FLUKA, it has been calculated the carbon
ion stopping power relative to water (ρs) using the Bethe-Bloch formula [126].
ρs can be approximated by

ρs = ρe

log

[
2mec2β2

Im(1−β2)

]
− β2

log

[
2mec2β2

Iwater(1−β2)

]
− β2

(4.13)

where ρe is the relative electron density, βc is the carbon ion velocity, me is
the electron mass and Im is the mean ionization energy of the target atoms.
The carbon ion stopping power relative to water ρs could approximately repro-
duce the WEPL. The electromagnetic scaling factors have been then calculated
taking into account the density variation within each HU interval and further
adjusted reproducing the calibration curve reported in Figure 4.7. In order to
validate this approach it has been simulated the irradiation of phantoms, cor-
responding to different CT numbers, with carbon ion pencil beams at different
energies. An example of the sub-millimetre agreement of the FLUKA calcula-
tions with the TRiP ones is reported in Figure 4.8. With the mentioned ap-
proximation the difference between the Bragg peak positions is less than 1 mm
(the histogram bin width is 0.5 mm) fulfilling the clinical requirements. The
discrepancies in the absolute value are due to the different weighting of the
energy deposition, TRiP considers the CT phantoms as water stretching the
ion path using the WEPL table, while in our calculations we divide the energy
deposition (already normalized per unit volume) by the real density of tissue
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Figure 4.8: Comparison between TRiP (black histograms, courtesy of K. Par-
odi and S. Brons) and FLUKA (red histograms) 270 MeV/n pristine Bragg
peaks (∆E/E = 0.04 %) calculated in phantoms corresponding to the indi-
cated CT numbers.

corresponding to the CT number. The conversion of CT numbers into mass
density used in our calculation is reported in Figure 4.9. The resulting patient-
specific information on the materials and scaling factors to be assigned to the
regions corresponding to the processed CT scan is finally stored in suitable
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Figure 4.9: Conversion of CT numbers into mass density extending the original
one proposed in [10] to HU > 1600.
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Figure 4.10: A screen-shot of the developed ROOT based software used to
visualize and to analyze CT images. Upper-left panel: a selected slice of a
DICOM brain CT image; upper-right panel: the selected slice converted into
mass density; bottom: one-dimensional projection of the selected pixel row
(left panel) and its conversion into mass density (right panel).

format for direct use in the FLUKA input via the ‘ASSIGNMA’ and ‘COR-
RFACT’ cards. The position of the CT scan respect to the treatment unit
isocentre together with its name is transferred to FLUKA via the ‘VOXEL’
card.

In order to visualize and analyze the CT images in different formats (DI-
COM, TRiP-format, etc.) an interactive ROOT [127] based software using
the described conversion procedures has been developed. An example of the
obtained results is shown in Figure 4.10 for a slice of a DICOM brain CT im-
age (upper-left panel) converted into density scale (upper-right panel). One-
dimensional projections in terms of CT numbers and mass density are shown
in bottom panels. In addition the user can also visualize the elemental compo-
sition of each CT pixel. Moreover, this tool could be very useful in extreme sit-
uations, like in presence of metallic implants, in order to manage pixel overflow
problems and their conversion into mass density and elemental composition.

4.3.3 CT-based calculations of dose

This section reports few comparisons between MC and analytical calculations
of dose for a patient treated at GSI. The analytical calculations together with
the ‘rst-file’ and the patient CT image have been kindly provided by K. Parodi
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(HIT) while the programs (‘source.f’ and ‘READPATIENT.f’) stressed in the
previous sections have been used in order to perform FLUKA simulations.

For optimal performances of the FLUKA simulations, the suite of physics
settings recommended for applications to hadron therapy was activated. These
include detailed transport of primary carbon ions and secondary particles us-
ing the most accurate algorithm for multiple Coulomb scattering of charged
particles and restricting the charged hadron transport step size to a corre-
sponding 2% loss of kinetic energy. The latter is determined from continuous-
slowing-down-approximation tabulations calculated on a fine mesh (i.e., 1.03
ratio between upper and lower interval limit of dp/dx momentum loss) and
corrected for restricted ionization fluctuations (‘HADROTHErapy’ default in
the FLUKA manual). To reduce computing time without compromising the ac-
curacy of the simulations, differently from the ‘HADROTHErapy’ default, the
continuous-slowing-down-approximation without the production of δ-rays has
been activated for the charged hadrons. Moreover, for an accurate descrip-
tion of nuclear reactions, in addition to the standard nucleus-nucleus event
generator, the new low energy one (not released in the FLUKA distribution)
described in Chapter 2, has been activated.

Heavy fragments and nuclear recoils were also transported in detail, i.e.,
including energy loss, multiple scattering and nuclear interactions. For all
hadrons but neutrons, the transport threshold, i.e., the energy below which
particles are ranged to rest in only one step and energy is deposited uniformly
over the residual path, was set to 100 keV as suggested in FLUKA manual.
Neutrons are slowed down to thermal energies.

Accurate algorithms for scoring energy deposition in Cartesian or cylin-
drical regular meshes, which are geometry-independent (i.e., not constrained
by region boundaries and not affecting the transport step size), are available

Figure 4.11: MC calculated dose deposition (left) against the planned treat-
ment (right) in a transversal view of a cranial plan. The rainbow colour-bar
displays dose values. The black-white colour-bar represents the HU map arbi-
trary rescaled for display purposes.
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Figure 4.12: MC calculated dose deposition (left) against the planned treat-
ment (right) in different views along the beam axis. The upper panels refer to
the coronal plan while the above ones refer to the sagittal plan. In this last view
the beam is tilted by the gantry angle. The rainbow colour-bar displays dose
values. The black-white colour-bar represents the HU map arbitrary rescaled
for display purposes.

in FLUKA via the ‘USRBIN’ input card. A user-routine ‘comscw.f’ can be
additionally activated to divide the energy deposition (already normalized per
unit volume) by the medium density to obtain the deposited dose. In our im-
plementation, as suggested in [13], this division was activated correcting the
‘nominal’ material density to the ‘real’ value by means of the same factors used
to rescale nuclear processes.

The FLUKA particle transport was performed in a CT scan of 256 × 256
transaxial pixels for 106 slices, the pixel dimension is about 1.21 mm and the
distance between two consecutive slices is 3 mm. Dose results of TPS are saved
with the same spatial resolution of the CT image of the treated patient; the
FLUKA grid for dose scoring has been chosen according to the TRiP one.
A total number of about 17 million primary particles were sampled from the
N(Ebeam, x, y) fluence distribution according to the ‘raster-file’ and transported
in 10 independent FLUKA runs. The dose results were rescaled to the dose
prescription using a factor of 1/10, given by the ratio between the total number
of particles used to irradiate the target volume (according to the ‘raster-file’)
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and FLUKA simulated primary carbon ions. In general, the shapes of the cal-
culated MC and the TRiP dose distributions are found in good agreement with
each others. Nice comparisons between MC and analytical calculation of dose
in different views are shown in Figures 4.11 and 4.12. Exceptions occur in the
cases more sensitive to the limitations of analytical dose calculations, similar to
the findings in proton therapy simulations [11, 13]. These include e.g. regions
of low/high density interfaces like air cavities, where dose deposition is how-
ever of non clinical significance. A clear example is given by Figure 4.13 which
shows an one-dimensional SOBP sampled at about -13 mm from the isocentre
of the profiles reported in Figure 4.12-upper panels. In the Bragg peak region
the FLUKA (blue line) and the analytical (black line) results agree satisfac-
torily. On the contrary, in the entrance region there is an evident discrepancy
due to low/high density interface. In fact this region corresponds to a large
variation in the CT profile (red line). Unlike the results obtained in proton
therapy [11, 13], there are additional differences in the distal part of the dose
distribution due to the secondary fragments produced in nuclear fragmenta-
tion. From the lateral dose distribution reported in Figure 4.14 comes evident
that the different weighting of the energy deposition slightly changes the ab-
solute values of the dose profiles. In fact, as already mentioned, the treatment
planning system calculates dose deposition only by the corresponding adjust-
ment of the penetration depth. On the contrary, the CT-based Monte Carlo
calculation accurately models (as described in Section 4.3.2) the electromag-
netic and nuclear processes keeping into account the specific tissue elemental
composition deduced from the stoichiometric calibration of the CT scan.
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Figure 4.13: Comparison between MC (blue line) and TRiP (black line) calcu-
lated depth-dose deposition. The depth dose profile is taken at about -13 mm
from the isocentre of the profiles reported in Figure 4.12-upper panels. The
corresponding CT profile is shown by the red line.
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Figure 4.14: Comparison between MC (blue line) and TRiP (black line) lateral
dose distribution. The lateral field is taken at about -2 mm from the isocentre
of the slices reported in Figure 4.11. The corresponding CT profile is shown
by the red line.

To summarize, satisfactory agreement between MC and analytical dose cal-
culations has been found for the studied cranial plan. The deviations are tightly
related to the different treatment of the nuclear reactions and to the different
managing of the CT scan. Although the long computing time prevents, at the
moment, their use in clinical routine, MC tools, and FLUKA in particular, can
be very useful for validation of the dose calculations performed by the analyt-
ical TPSs. Future comparisons between the FLUKA code and the production
and development versions of the TRiP treatment planning system for other
patient cases treated at GSI are planned in collaboration with K. Parodi and
S. Brons (HIT, Heidelberg).
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Chapter 5
The Local Effect Model and its
interface with FLUKA

5.1 Introduction

A major rationale for the application of ion beams in tumor therapy is their in-
creased relative biological effectiveness (RBE) in the Bragg peak region (BPR),
especially for carbon and heavier ions (Chapter 1). For dose prescription, the
increased effectiveness has to be taken into account in treatment planning.

For protons the RBE is usually assumed to be 1.1 in clinical practice, al-
though there is an evidence for an increased RBE which varies with depth
[128, 129]; on the contrary for heavy charged particles like 12C the scenario
is more complex. At the Lawrence Berkeley Laboratory (LBL, Berkely/USA)
the RBE was described as a function of dose-averaged LET to estimate the
biologically effective dose [130], using a linear quadratic (LQ) model to cal-
culate an uniform biological effect along the spread-out Bragg peak (SOBP).
At the Japanese facilities in Chiba (HIMAC) and Hyogo (HIBMC) biological
treatment planning is based on cell survival levels which are calculated using a
LQ model as well. Starting from mono-energetic beams the dose-averaged co-
efficients α and β for a mixed field are calculated. For patient planning, human
salivary gland (HSG) tumor cells are used to obtain the RBE distribution as a
function of depth. All RBE values are scaled according to the RBE observed in
clinical studies with neutrons depending on the position in the SOPB showing
the same RBE for cell survival as neutrons [67, 68]. At GSI (Darmstadt) the
biophysical LEM (Local Effect Model) approach [2–4,8,131,132] developed by
M. Scholz et al. is used.

In this chapter we give a brief description of the GSI model and its Monte
Carlo implementation in the FLUKA code. The LEM model was successfully
applied within treatment planning in the GSI pilot project for carbon ion tumor
therapy over almost 10 years since now. This model is based on the knowledge
of charged particle track structure in combination with the response of bio-
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logical objects to conventional photon radiation. The RBE of charged particle
beams depends on several factors like particle type and energy, dose level, the
position in treatment field and the cell or tissue type under consideration. These
systematic dependencies of the RBE have to be considered in the treatment
planning when using charged particle beams for therapy. As a consequence,
RBE values are expected to be patient-specific and can not be adequately rep-
resented by a single number for the conversion of physical absorbed dose to
biological effective dose.
In the next section the LEM model is briefly described. In Section 5.3 the radio-
biology in treatment planning is outlined focusing on the fundamental aspects
necessary for understanding the interface with the FLUKA code. In Section
5.4 the problem of mixed fields is treated and the last section is devoted to a
comparison with the experimental data and the analytical calculations kindly
provided by M. Scholz (GSI). The FLUKA results presented within this chapter
are obtained using a development version of the official release (fluka2006.3b)
which includes the BME event generator (Chapter 2) in order to better esti-
mate the mixed radiation fields in the BPR.

This chapter reports the results, still unpublished, of the work carried out in
common with M. Krämer, A. Ottolenghi, M. Scholz, using a database, analyt-
ical calculations and experimental data confidentially provided by M. Scholz,
not authorized for circulation and uses in other contexts.

5.2 The Local Effect Model

The principal assumption of the LEM is that the local biological effect, i.e.
the biological damage in a small subvolume of the cell nucleus, is determined
only by the expectation value of the energy deposition in that subvolume and
is independent of the particular radiation type leading to that energy depo-
sition. In other words, all the differences in the biological action of charged
particle beams should then be attributed to the different spatial energy depo-
sition pattern of charged particles compared to photon radiation, i.e. on track
structure. Furthermore, for a given radiation type, differences in the photon
dose response curve for different biological objects or tissues should also lead
to corresponding differences in the RBE.

The energy deposition pattern of charged particles is essentially determined
by the secondary electrons (δ-electrons) liberated by the primary particle when
penetrating matter. Experimental data [133,134] as well as model calculations
[135, 136] revealed, that the average energy deposition at a distance r from
the trajectory, obeys the 1/r2–law. According to the kinematics of secondary
electron emission, the maximum transversal range of the electrons is limited
and the corresponding track radius can be described by a power law of the
form [2]:

Rmax = c E1.7 (5.1)
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where c is a constant and E is the specific energy of the projectile.
The cell nucleus is assumed to be the critical target in LEM. Disregarding
changes in size and shape throughout the cell cycle, the geometrical shape of
the nucleus is assumed to be cylindrical to a first approximation, with a radius
Rnucleus, and the axis parallel to the particle trajectory.

Figure 5.1 illustrates the influence of track structure on the microscopic dose
distribution (d(x, y, z)) in the typical dimensions of a cell nucleus [5]. The dose
distribution is defined as the average energy deposition at a certain location for
a given fixed set of impact parameters of the incoming particles, divided by the
target mass. For comparison, the distribution expected for photon irradiation
is shown as an ideally flat plane; this is based on the fact that photons deposit
their energy in a very large number of small energy depositions. Thus, as a first
approximation, the average energy deposition is homogeneously distributed
throughout the cell nucleus. In contrast, low energy (1 MeV/n) particles show a
completely different pattern. Since their track radius is very small, their energy
deposition is restricted to very small subvolumes along the particle trajectory,
but there is no energy deposition at all in between. With increasing the particle
energy, the track radius increases, and the gap between the tracks is closed; in
these cases, considerable overlap between individual particle tracks contributes
to the dose deposition. With increasing the particle energy, the heterogeneity
of the microscopic dose distribution decreases and more and more resembles
the photon dose distribution. This figure already qualitatively explains, why
high-energy carbon ions tend to act more and more similarly to photons, as
the energy increases.

In order to determine the biological effectiveness of these heterogeneous
dose distributions, a reference to the photon dose response curve has been
made. According to LEM, the cell inactivation is assumed to be the conse-
quence of the induction of lethal events: with increasing dose, an increasing
number of lethal events is produced in the nucleus. However, a single lethal
event is sufficient to inactivate the cell. According to the homogeneous dose
distribution as shown in Figure 5.1, it has been assumed a random distribution
of lethal events within the cells of a population for a given photon dose. Given
the average number of lethal events N lethal

X , the fraction of cells carrying no
lethal event is determined by the Poisson distribution:

SX = e−N lethal
X . (5.2)

For photon radiation, the density of lethal events νX(D) in the cell nucleus
can be defined as follows:

νX(D) =
N lethal

X (D)

Vnucleus

=
− ln SX(D)

Vnucleus

(5.3)

where Vnucleus is the volume of the cell nucleus, D is the dose, N lethal
X (D) rep-

resents the average number of the lethal events produced by photon radiation
in the nucleus by a dose D and SX(D) denotes the cell survival probability at

83



5. The Local Effect Model and its interface with FLUKA

Figure 5.1: Local dose distributions of X-rays and carbon ions at different
specific energies. The average dose is 2 Gy in each case. The size of the area is
10 × 10 µm2 and corresponds to the typical size of mammalian cell nuclei [5].

the dose D.
The average number of lethal events induced per cell by heavy ion irradiation
can be obtained by the integration of the local event density νion(d(x, y, z))

N ion
lethal(D) =

∫
νion(d(x, y, z))dVnucleus . (5.4)

According to the principles described above, the fundamental assumption of
the LEM is that the local biological effect is determined by the local dose, but
is independent of the particular radiation type, i.e. νion(d) = νX(d).
Thus, equal local doses correspond to equal local biological effects, and Eq. 5.4
can be written as

N ion
lethal(D) = − ln(Sion(D)) =

∫ − ln SX(d(x, y, z))

Vnucleus

dVnucleus . (5.5)

This formula clearly demonstrates the theoretical link between the biological
effect of photon radiation and ion radiation. The particle effect is hidden in
the inhomogeneous local dose distribution d(x, y, z). The concept of the LEM
is schematically illustrated in Figure 5.2.

A modified version of the linear–quadratic approach for the photon dose
response curve is used, since for many biological objects a transition from the
shouldered to an exponential shape is observed at high doses. This transition is
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Figure 5.2: Schematic representation of the Local Effect Model [137].

described by a parameter Dcut, representing the transition dose to exponential
shape with slope smax = α + 2βDcut, so that the dose response is finally
determined by:

− ln S =

{
αXD + βXD2 D ≤ Dcut

αXDcut + βXD2
cut + smax(D −Dcut) D > Dcut

(5.6)

This formulation has been chosen as a convenient parametrization of the X-ray
survival curves; it does not imply that the model is principally restricted to a
specific form of the survival curve. In general, the transition dose Dcut cannot
be directly derived from the experimental data and it represents a semi–free
parameter of the model.

The integration in Eq. 5.5 is not trivial, since the spatial distribution of
d(x, y, z) is highly irregular on a submicroscopic level, however one can uti-
lize efficient sampling procedures [138]. Nevertheless, with a mixed particle
spectrum (see Section 5.4), it is thus difficult to achieve the computation ra-
pidity that is required in treatment planning for heavy ion therapy. Therefore
approximation procedures have been developed, related to the estimation of
the β–parameter of the dose response curve. The α–parameter can be always
calculated exactly according to Eq. 5.5, since the initial slope corresponds to
the effect at very low doses and fluences. The initial slope αz of the ion dose-
effect curve is pre-calculated and stored in the input database of TRiP [7, 8]
as initial RBE = αz αX . On the contrary, for βz is applied, as suggested by
Scholz et al in [3], βz ≈ (smax − αz)/2Dcut.

In Figure 5.3, the initial RBE as a function of particle energy and particle
type for a Chordoma cell line is shown. It has a maximum at low energy and
it decreases becoming fairly constant at high energy. So it’s very important
to have a nucleus-nucleus reaction model able to describe correctly nuclear
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Figure 5.3: Left panel: initial RBE as a function of the particle kinetic energy
for a Chordoma cell line (courtesy of M. Scholz (GSI)): H ions (red line), He
ions (green line), C ions (black line) and Ne ions (blue line). Right panel: a
zoom in the low energy region.

reactions at low energy, in order to exactly estimate the RBE in the BPR. In
FLUKA, as described in Chapter 2, this has been recently done in the frame-
work of the BME theory. At fixed energy per nucleon, the initial RBE is larger
for heavier ions; heavy fragments, with atomic number higher than those of
the interacting ions (typically 12C, as projectile, and 16O as target nucleus of
the biological tissue), are mostly produced as evaporation residues in complete
fusion and break-up-fusion reactions with relatively low energies, as outlined
in Chapter 2.

5.3 The radiobiology in Treatment Planning:

TRiP rapid calculation

The main idea of the LEM model is, that the biological effect, − ln(S), in a
cell nucleus can be expressed in terms of traversals of particles of a particular
type and energy:

− ln(S(zcn)) = αzzcn + βzz
2
cn (5.7)

where zcn is the specific energy (not the macroscopic dose) deposited by the
particle in the cell nucleus and αz and βz are the intrinsic coefficients already
described in the previous section. To calculate the biological effect, − ln(S(D)),
for a given radiation field in the classical approach [8], a two level random sam-
pling procedure must be used: from the given particle fluence and cell nucleus
area the average number of ion traversals are calculated and the actual num-
ber is sampled from a Poisson distribution. For this number of particles the
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damage is accumulated according to the local particle spectrum (in particle
type and energy), in order to account for all, or at least the most important
combinations of particles that might traverse a cell nucleus. The whole proce-
dure is repeated several (typically 500 to 1000) times and finally −ln(S(D))
is obtained as an average over these repetitions. This method has some draw-
backs concerning the calculation speed. First, sampling procedures are time
consuming. Second, the sampling of the particle distribution for each voxel
involves the interpolation of large histograms from the database, which is even
more time consuming. Hence M. Scholz and M. Krämer (GSI) in [132] found
a method that leads from − ln(S(z)) to − ln(S(D)) in a more straightforward
fashion.

For a given radiation field with known composition leading to a dose D,
the biological effect in terms of macroscopic dose can be expressed in a linear
quadratic ansatz [2]

− ln(S(D)) = αDD + βDD2 . (5.8)

The initial slope αD can be determined in the limit of low doses:

αD = lim
D→0

− ln(S(D))

D
(5.9)

for low doses, hence low fluences, the probability, η, for a cell nucleus to be hit
is small and the Poisson probability reduces to a 1-hit probability

η = 1− exp(−AFη) (5.10)

where A is the cell nucleus area and Fη the particle fluence.
The survival can be obtained as

− ln(S(Dη)) = − ln(1− η(1− S1)) (5.11)

where

Dη(Gy) = C Fη(mm−2) LET (
MeV

g cm−2
) . (5.12)

where C = 1.602189 · 10−8 and S1 is the surviving fraction for a single particle
traversal:

S1 = exp(−αzd1) (5.13)

with d1 = C LET
A

. Putting things together and following the approach described
in [132], it’s possible to obtain a simple expression for the initial slope αD

αD =
(1− S1)

d1

. (5.14)

For the determination of βD, it has been defined a scaling factor f

f =
αD

αz

=
1− S1

αzd1

(5.15)
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βD = f 2 · βz . (5.16)

This scaling approach for βD is just an ansatz, βD is associated with the dose
squared and hence should also be scaled squared. While the derivation of αD

can be viewed as exact, the estimation of βD has been verified against the
classical method [132]. M. Scholz and M. Krämer (GSI) found that the de-
scribed approach is valid for therapeutical dose levels up to the order of 10
GyE per fraction, so this new algorithm as been referred as low-dose approxi-
mation [132].

5.4 Mixed radiation fields

Event-by-event track structure simulations (i.e., reproducing each energy de-
position at nanometre scale) can be very helpful in understanding the action of
radiation in biological targets, since they can represent a starting point for the
development of ab initio, mechanistic models of the process leading from the
initial energy depositions at the nanometre level to the induction of observable
biological damage at sub-cellular and cellular level. This type of simulations
cannot be used for treatment planning in radiotherapy, due to the enormous
number of interactions involved and the unsustainable amount of computer
time that would be required.

A condensed history approach is therefore applied [139], in which continuous
processes, for which the mean free paths are much smaller than particles ranges,
and discrete processes are treated separately. This method is very efficient
and can be very reliable. An obvious consequence is a loss of information that
in few instances, such as in the case of hadron therapy, can be particularly
important, due to the strong variation of radiation quality (and consequently
of radiation effectiveness) along the beam in the irradiated tissues. In this
situation, it is evident that the absorbed dose is not sufficient and the spatial
characteristics of the different components of the mixed field must be taken into
account, in order to estimate the biological effectiveness. A good compromise
between condensed-history approaches and event-by event codes can be the
integration in condensed history Monte Carlo codes (FLUKA in this work) of
results of calculations carried out using event-by-event track structure codes.
Condensed history codes, alone, do not allow taking into account in full detail
the high stochasticity that characterizes the energy deposition processes and
their evolution in the initial biological damage.

A possible solution, as previously mentioned, consists in integrating such
codes with radiobiological information obtained from experimental data or
starting from event-by-event track structure simulations [140]. This approach
was adopted in previous works to characterize therapeutic proton beams from
a physical and biophysical point of view [129, 141]. More specifically, it was
assumed that the number of Complex Lesions (CLs, where a CL is a clustered
DNA damage defined as two or more double-strand breaks within 30 DNA
base pairs) is proportional to the number of lethal lesions. The integration of
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the CL yields in FLUKA provided a spatial distribution of the yield of CL/cell,
a quantity that can be regarded as a biological dose; the excellent agreement
with cell survival data allowed the authors to validate the method.
However, this method can be reliably applied only at relatively low doses (say
below 2 Gy), since the linear increase of CL with dose does not take into ac-
count the dose-dependence observed in RBE measurements. An improvement
of the above method has been used for the study of chromosome aberration
induction in human cells by neutrons [142]. The theory of dual radiation action
(TDRA) [143] has been included to describe these cases of non-linear response
due to mixed fields.

The authors of the TDRA stated that a biological system exposed to more
than one radiation type will show synergism, implying that the total number
of lesions is larger than the sum of the lesions produced by each single beam
component, due to interactions between sub-lesions produced by different com-
ponents.
If the yield (Y) of lesions follows a linear-quadratic (α-β) formula, as experi-
mentally investigated in the case of chromosome aberrations [142],

Y (D) = αD + βD2 (5.17)

the sequential exposure to two doses D1 and D2 (with the subscripts referring
to two different radiation types), gives the following yield of lesions:

Y (D1, D2) = α1D1 + β1D
2
1 + α2D2 + β2D

2
2 + 2(β1β2)

1/2D1D2 (5.18)

where α1,β1 and α2,β2 are the parameters of Eq. 5.17 for radiation types 1
and 2. The method can be generalised to n doses from different radiation
types (each characterized by a certain value of the parameters αi and βi); the
expression 5.18 becomes

ε(D1, D2, ..., Dn) =
n∑

i=1

αiDi + (
n∑

i=1

√
βiDi)

2 . (5.19)

Within this formalism the average parameters for a mixed field can be calcu-
lated:

α =

∑n
i=1 αiDi∑n

i=1 Di

, (5.20)

β = (

∑n
i=1

√
βiDi∑n

i=1 Di

)2 . (5.21)

In [142] the authors have calculated neutron induced aberration yields starting
from published data obtained from in vitro irradiation of human lymphocytes
with photons and charged particles. More specifically, the irradiation of a water
phantom with neutron beams of different energies was simulated with FLUKA.
The code was modified by integration of experimentally derived values for the
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Figure 5.4: Physical dose (upper panel) and linear-quadratic model parame-
ters, average alpha (middle panel) and beta (low panel) values, obtained with
the FLUKA-LEM calculations as a function of depth in water for CHO cells,
after irradiation with carbon ions. Entrance energy of the carbon beam: 187
MeV/n.

linear coefficient α and the quadratic coefficient β characterising dicentric in-
duction by each radiation type (photons, electrons, protons and heavier ions)
produced by neutron interaction with water. Whenever an energy E was de-
posited in a target voxel by a certain radiation type, the following quantities
were added in three different arrays: E (first array), α · E (second array) and√

β ·E (third array), with α and β taken from published experimental studies
and corresponding to the particular radiation (in term of particle type and
energy) depositing the energy E. At the end of the simulation, for each voxel
the average parameters have been calculated using Eq. 5.20 and Eq. 5.21. Ap-
plication of the equation Y (D) = αD + βD2 allowed the calculation of the
neutron dicentric yield in each voxel of the target water phantom.

In this work, in order to calculate cell survival and consequently the bio-
logical dose and RBE for carbon ion irradiation the same approach proposed
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in [132] has been used. Starting from the initial RBE tables (in term of particle
type, 1≤Z≤10, and energy per nucleon ≤1 GeV/n, see an example in Figure
5.3) normally used in TRiP for therapy we determine online, during the Monte
Carlo simulation, the αD and βD parameters for each ion following Eq. 5.14
and Eq. 5.16.

At the end of the simulation we calculate for each voxel the dose-weighted
averages, α and β, for the mixed field using Eq. 5.20 and Eq. 5.21 respec-
tively. An example of the average parameters obtained for a mono-energetic
carbon ion pencil beam (187 MeV/n) entering a water phantom used to simu-
late a target of CHO cells is reported in Figure 5.4. The α and β profiles show
respectively a maximum and a minimum at the Bragg peak mainly due to the
primary carbon ions. On the contrary, the secondary lower-charge fragments,
having longer ranges than the primary beam, give rise to the tail beyond the
Bragg peak. In the BPR the possibility to interface the FLUKA code with the
new BME event generator (Chapter 2) permits to evaluate more reliably the
mixed field and consequently the α and β parameters.

Finally the biological effect − ln(S) and biological dose, Dbio, are calculated
using the same formalism introduced by M. Scholz et al. in [132]:

− ln(S) =

{
(βDabs + α)Dabs Dabs ≤ Dcut

(βDcut + α)Dcut + (Dabs −Dcut)smax Dabs > Dcut
(5.22)

Dbio =

{ √
− ln(S)/βX + (αX/2βX)2 − (αX/2βX) − ln(S) ≤ − ln(Scut)

(− ln(S) + ln(Scut))/smax + Dcut − ln(S) > − ln(Scut)
(5.23)

where Dabs is the physical absorbed dose.

5.5 Results and discussion

In order to validate the implementation of the FLUKA-LEM interface and to
study the role of ion fragmentation in the biological framework, it has been
simulated the clonogenic survival, the biological dose and the RBE in water
phantoms used to simulate targets of different cells (see for example Table 5.1)
after the irradiation with carbon beams at different entrance energies. In this
section only a small set of the simulations done to validate the approach is
reported, the same conclusions could be obtained also for the other calcula-
tions not shown here; the experimental data, the TRiP and TRiPbeam (the

Cell line αX (Gy−1) βX (Gy−2) α/β (Gy) DCUT (Gy) Rnucl (µm)
CHO 0.2 0.019 10.5 30 5.5

Chordoma 0.1 0.05 2.0 30 5.0

Table 5.1: Parameters of the LEM model for the dose response of two cell
lines [8, 145].
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Figure 5.5: Clonogenic survival of CHO cells after irradiation with carbon
ions, as a function of depth in water: FLUKA-LEM calculations (red line) and
experimental data (full circles [3], courtesy of M. Scholz). Entrance energy of
the carbon beam: 187 MeV/n as outlined in [144]. The experimental entrance
particle fluence of 2·107/cm2 is used for the simulations.

development version of TRiP) calculations have been kindly provided by M.
Scholz (GSI).

It has been simulated, using the FLUKA-LEM interface, the survival frac-
tion for Chinese hamster ovary (CHO) [3] cells. More specifically, the irradia-
tion of a water phantom with a 187 MeV/n (as outlined in [144], the nominal
experimental energy was 195 MeV/n) carbon beam at an entrance particle
fluence of 2·107/cm2 has been simulated. Following the procedure previously
described starting from the α and β of Figure 5.4 and using Eq. 5.22 it has
been possible to calculate cell survival. Within the first few centimetres of pen-
etration depth, survival remains nearly constant, followed by a sharp decrease
in the region of the Bragg peak. These features are reasonably reproduced by
the FLUKA-LEM as in the original paper of M. Scholz et al. [3] using the
TRiP code. In Figure 5.6 the survival curves as a function of entrance particle
fluence, calculated at different penetration depths for a 270 MeV/n 12C beam,
are compared with the experimental data. The overall comparison with the
experimental data is satisfactory except at 0 mm penetration depth for high
entrance fluence values. The same disagreement with the experimental data
has been found also in [3] probably due to experimental uncertainties. Figure
5.7 shows the relative effect of the primary particles and of secondary frag-
ments at different penetration depths. The blue lines indicate the reduction
in survival that is solely due to the primary particles, whereas the red lines
indicate the total biological effect. At 0 mm depth only the primary particles
are responsible of the cell survival, moving to high penetration depth the im-
portance of nuclear products increases. In order to validate the FLUKA-LEM
interface, it has been simulated the survival, the biological dose and the RBE
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Figure 5.6: Clonogenic survival of CHO cells after irradiation with carbon ions,
as a function of particle fluences, at various depths in water: FLUKA-LEM
calculations (red line) and experimental data (full circles [3], courtesy of M.
Scholz). Entrance energy of the carbon beam: 270 MeV/n. All particle fluences
refer to zero penetration depth.
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Figure 5.7: Clonogenic survival of CHO cells after irradiation with carbon ions,
as a function of particle fluences, at various depths in water computed with
FLUKA-LEM for the primary particles alone (blue line) and for the primaries
and their secondary fragments (red line). Entrance energy of the carbon beam:
270 MeV/n. All particle fluences refer to zero penetration depth.
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Figure 5.8: Clonogenic survival (panel a), biological dose (panel b) as a function
of depth in water: FLUKA-LEM calculations (red line), TRiP (blue line) and
TRiPbeam as of August-2006 (black line, courtesy of M. Krämer and M. Scholz
(GSI)). In panel c the ratios between Monte Carlo calculated and TRiPbeam
calculated RBE (as a function of depth in water), are reported. Calculations
are relative to a Chordoma cell line, α/β = 2 Gy). Entrance energy of the
carbon beam: 219.8 MeV/n.

of water phantoms made of different cell lines irradiated by carbon beams at
five different energies (149 - 378 MeV/n) and at eight different dose levels (0.1
- 10 Gy). Figure 5.8 shows the comparison between the Monte Carlo (red
lines), TRiP (blue lines) and TRiPbeam (black lines) calculations for a Chor-
doma cell line of clonogenic survival (panel a) and biological dose (panel b).
Appreciable differences can be observed for high penetration depths due to
different treatment of nuclear fragmentation. Panel c of Figure 5.8 shows the
ratio of FLUKA-LEM and TRiPbeam calculated RBEs. The deviation is less
than 10% at all penetration depths; the discrepancies after the BPR are due
mainly to different mixed fields in terms of particle type and particle energy.
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Figure 5.9: RBE (panels a, b) and biological dose (panels c, d) for a Chordoma
cell line as a function of depth in water for different carbon fluences. Panels a
and c : 1.14·106 carbon ions/cm2, peak dose = 0.2 Gy; panels b and d: 5.7·107

carbon ions/cm2, peak dose = 10 Gy. The curves represent FLUKA-LEM (red
line) and TRiPbeam as of August-2006 (black line,courtesy of M. Krämer and
M. Scholz (GSI)) calculations.

The last comparison has been performed to study the effect of dose level on
the RBE and on the biological dose profiles. At low doses (low fluences) the
MC and the analytical calculations agree reasonably. At higher fluences on
the contrary, a systematic difference can be observed in the fragmentation tail
because the effect of nuclear reactions becoming important at high dose levels.

Different comparisons with experimental data and analytical calculations
have showed that the FLUKA-LEM interface reproduces reasonably the bio-
logical response of different cell lines in the framework of Local Effect Model.
A systematic difference at high penetration depth is mainly due to the de-
scription of the nuclear processes, and further future studies on this topic are
needed.
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Conclusions and perspectives

Treatment planning systems (TPSs) for ion therapy are essentially analyti-
cal codes based on fast performing pencil-beam algorithms. However, Monte
Carlo (MC) statistical methods are increasingly considered as powerful tools
for accurate calculations of dose deposition, since they are assumed to provide
a more realistic representation of the physical interactions undergone by the
primary beam and the resulting secondaries. Especially important, as outlined
in this work, is the modelling of nucleus-nucleus reactions in the energy range
of therapeutic relevance.

Chapter 2 presented the results of an experiment made at the iThemba
LABS, South Africa, for measuring the spectra of the intermediate mass frag-
ments (IMFs) produced in the 12C +12C interaction at 200 MeV bombarding
energy. The measured spectra are analyzed by a binary fragmentation model
and the BME theory as implemented in the transport and interaction MC code
FLUKA. Although the agreement between the experimental spectra and the
theoretical predictions, in which complete fusion and break-up-fusion reactions
were considered, is far from being perfect, nevertheless the overall comparison
with the data shows that these reaction mechanisms certainly play an impor-
tant role in these reactions. Future developments of the BME event generator
are planned in order to describe in a comprehensive way the nuclear interac-
tions at energies ranging from the Coulomb barrier up to 100 MeV/n :

• the extension of the pre-equilibrium description to ion pairs not included
in the complete fusion database;

• the refinement of the break-up-fusion model, implemented as a 3 bod-
ies process in the FLUKA-BME development version and as a 2 bodies
process in the version actually used in this work;

• the inclusion of the IMFs emission in the pre-equilibrium phase.

New experimental campaigns are planned at the iThemba LABS in order to
study the same system at higher energies, as well as other systems of thera-
peutic interest such as 16O +12C.
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Conclusions and perspectives

At higher energies (from 100 MeV/n up to few GeV/n), Quantum Molec-
ular Dynamics (QMD) models represent a suitable way to describe the initial
hot stage of heavy ion reactions. The FLUKA code interfaced with a modified
version of rQMD-2.4 and with the BME event generator permitted to reli-
ably estimate the mixed field produced by the irradiation of a water phantom
with a 400 MeV/n carbon beam. In heavy-particle therapy nuclear reactions
may cause a significant alteration of the radiation field. High energy fragmen-
tation reactions occurring along the beam penetration path in tissue lead to
the attenuation of the primary beam flux and build-up of secondary lower-
charge fragments which give rise to the characteristic dose tail behind the
Bragg peak. These features, experimentally measured at GSI for a 400 MeV/n
carbon beam, are satisfactorily reproduced by the FLUKA code (Chapter 3).
This is one of the most important aspects to achieve trustworthy physical and
especially biological dose calculations.

Clinical CT-based calculations of dose in carbon ion therapy stressed in
Chapter 4 have shown how a MC approach could be advantageous in situa-
tion sensitive to nuclear reactions and in presence of low/high density interface.
Moreover, MC methods allow to evaluate the dose for every real situation, tak-
ing into account the realistic patient anatomy instead of the water-equivalent
approach, and for all the cases in which experimental dosimetric verification
is impossible. Satisfactory agreement between MC and analytical dose calcu-
lations has been found for the studied cranial plan. The deviations are tightly
related to the different treatment of the nuclear reactions and to the differ-
ent managing of the CT scan. Future comparisons between the FLUKA code
and the analytical treatment planning system for other patient cases treated at
GSI, are planned. Although the long computing time prevents, at the moment,
the use of a MC approach in clinical routine, a hybrid solution (MC calculated
physical databases input into TPS) could be a promising way.

One of the major rationales for the application of carbon beams in tu-
mor therapy is their increased biological effectiveness in the tumor volume in
comparison to the lower effectiveness in the surrounding healthy tissue. In
Chapter 5 the biological aspects of the ion interaction with tissue were de-
scribed in the framework of the Local Effect Model. The FLUKA code has
been interfaced with this model and this has permitted to calculate the cell sur-
vival, the biological dose and the RBE after the irradiation of water phantoms
simulating targets of different cells with carbon beams at various energies. The
nice comparisons against experimental data and TRiP/TRiPbeam analytical
calculations, except for the latter ones in the tail behind the Bragg peak due to
the different treatment of nuclear reactions, represent the first step in order to
study the biological effects in a clinical situation. In fact, the most interesting
development that we would like to explore is merging the clinical CT-based
calculations of physical dose with the biological effect quantification in order
to completely reproduce a clinical patient case also from the biological point
of view.
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[5] M. Krämer et al, Technology in Cancer Research & Treatment Vol. 2,
N. 5, 427 (2003)

[6] U. Amaldi, Nucl. Phys. A 751 (2005) 409
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[106] A. Fassò, A. Ferrari, J. Ranft and P. R. Sala, Proc. of an AEN/NEA
Specialists’ Meeting on Shielding Aspects of Accelerators, Targets and
Irradiation

[107] K. Gunzert-Marx, Ph.D. Thesis, Darmstadt, 2004

[108] ICRU 1993 Stopping powers and ranges for protons and alpha particles,
ICRU Report 49 (1993), International Commission on Radiation Units
and Measurements

[109] H. Bichsel et al., Radiat. Res. 153 (2000) 208

[110] H. Paul, http://www.icru.org/n 07 01.htm

[111] J. Lindhard et al., Phys. Rev. A53 (1996) 2443

[112] C. Scheidenberger et al., Nucl. Instr. Meth. B 135 (1998) 25

[113] H. Geissel et al., Nucl. Instr. Meth. B 195 (2002) 3
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eds. O. Civitarese, C. Dorso, G. Garcia Bermudez, A. J. Kreiner, A. J.
Pacheco, N. N. Scoccola, AIP Volume 884 (2007) 219

• F. Cerutti, F. Ballarini, G. Battistoni, P. Colleoni, A. Ferrari, S. V.
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E. Gadioli, M. V. Garzelli, A. Mairani, A. Ottolenghi, H. G. Paretzke, V.
Parini, M. Pelliccioni, L. S. Pinsky, P. R. Sala, D. Scannicchio, M. Zankl,
Human exposure to space radiation: Role of primary and secondary par-
ticles. Radiat. Prot. Dosim. 122 (2006) 362

• F. Ballarini, D. Alloni, A. Facoetti, A. Mairani, R. Nano, A. Ottolenghi,
Radiation risk estimation: modelling approaches for targeted and non-
targeted effects. Adv. Space Res. 40 (2007) 1392
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